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ABSTRACT chain. It is formulated as a continuous-time system, withttime

Traffic flow instabilities have many potential negative cemsences, index omitted from signals in this figure for clarity. We wilse a
including increased danger of collisions, higher fuel conption, ~ MoVving reference frame, so that a chain of vehicles trageina
faster of abrasion of roadways, and reduction of overalfiitra t&rget velocity with respect to the road is moving at zermeity
throughput.  Instabilities occur even if modemn forwardkimg ~ With respect to the reference frame. o _
adaptive cruise control systems are used. In this paperresept Each gray region in Fig. 2(a) represents a vehicle in thenchai
an architecture for controlling vehicle density that usesrdination ~ @nd encompasses the sensors, speed control dynamics,gaadl si
between adjacent vehicles to attain desired safe folloisginces, ~Processing used in implementing the portion of the architecthat
without generating these types of instabilities in the pesc The 'esides in that vehicle. In an intermediate vehicle in theircia par--
presented architecture has several additional desirablgerties, ticular vehlcl_ek: (_)perates_by measuring its respective front-facing
including being robust to sensor failures and measuremennisis- ~ and rear-facing inter-vehicle distancag(t) and d+1(t), apply-

tencies, as well as allowing for inhomogeneous vehicle oyos ing respective memoryless nonlinearitigsand g to the measure-
ments, and performing the additions, subtractions andildlisions

Index Terms— Traffic flow instabilities, cooperative control, ingjcated in the figure. This includes transmitting sigrieladjacent
conservation. vehicles and receiving signals from adjacent vehicles véag wire-
less link. In each vehicle, a command sighal_»(t) is sent to the
1. INTRODUCTION systemh,,, which incorporates the vehicle speed control mechanism
in addition to the vehicle dynamics. Each functiognmay generally
We are all only too familiar with traffic flow instabilitiesnéluding  be non-linear, time-varying and may contain memory, with kiay
alternating stop-and-go driving conditions. A variety mfiple mod-  requirement being that it satisfies the following conditierpressed
els of traffic flow predict waves of density and speed moviranal  as a relationship between the sighal_»(¢) and the vehicle veloc-
roadways, e.g. [1-30], particularly at higher traffic denshsis dis- ity denotedvy, (t) = das,—2(t)/dt:
cussed in [31], a primary root cause is drivers’ feedbackrobdof ) )
vehicles. Even with modern forward-looking adaptive ceuisntrol sign(bsk—2(t)) = sign(vk(t)) . 1)
systems, the cascade of many such systems will tend to Bingha
amplify perturbations as they are passed down a chain otheshi
resulting in an overall instability.

This paper presents a signal-flow architecture for conmtigtihe
distances between vehicles in a chain, and doing so in a vay th
avoids the type of instabilities previously mentioned. Hhnehitec-
ture also has several other attractive properties, inctuttie ability
to incorporate an absolute maximum speed limit, the akiitgilow
for inhomogeneous safe following distances, and the ghdiallow
for diverse vehicle dynamics. Potential system failureg, ensor
inaccuracies and sensor failures, can often be handledutitiav-
ing catastrophic results. Itis in this sense that the ptesearchitec-
ture is considered to be robust. [32] The architecture, wiidased
upon localized measurements and communication betweeanej
vehicles, may be viewed as a cooperative control algorif38i. A
centralized control mechanism is not required.

In this sense, the attractive properties of the presentguhkilow
architecture pertain to a vehicle chain where the dynanfieach
individual vehicle may belong to a broad class.

An example of a functioh, that satisfies Eq. 1 is a continuous-
time integrator, realized as a cruise control mechanismitistan-
taneously sets the vehicle velocity, measured within theingoref-
erence frame, to the value bfx_2(t). The system may also incor-
porate a mechanism to limit the maximum allowable velocide-
scribed in this way, the example system requires the abditystan-
taneously change velocity and therefore is impossibleabzein a
physical vehicle in practice. However we emphasize thattmeli-
tion in Eq. 1, which is a condition on signals, can be satisiegl if
the input signal$s;_» are sufficiently smooth and vary sufficiently
slowly with respect to the response time of the system

Fig. 2(b-c) illustrates some example alternative realirest of
systems within the presented architecture, obtained lingeter-
tain of the memoryless nonlinearitigg and g to zero. As will

2. GENERAL ARCHITECTURE be discussed in Subsection 3.2, all systems within the tethie,

) ) ) ) o . including those in Fig. 2(b-c), will exhibit desirable sil#tly proper-
The general signal-flow architecture is depicted in Fig) 2@th (e The systems in Fig. 2(b-c) therefore serve to illustome sense
the variableV being used to denote the number of vehicles in thej, \yhich the architecture is robust. In particular, if loda@ensor is

This work was supported in part by the Texas Instruments dreship deteCFed: the. associated me.mo.ryle.ss nonlinearity canth)eBgro,
University Program, BAE Systems PO 112991, and Lincoln tatooy PO resulting not in a catastrophic situation but rather in haotealiza-
3077828. tion of a system within the presented architecture.




3. CONSERVATION AND VARIATIONAL PRINCIPLES

The key arguments underlying the stability, robustnesstiamsient
behavior of the presented architecture are formulatedyubia gen-
eral approach discussed in [34]. Broadly speaking, theraegis
in [34] are based on the idea that when a signal processiog g

exhibits a conservation principle resembling the form aofeocon-
servation in physical systems, e.g. in electrical netwpottke algo-
rithm will also typically exhibit many of the desirable prenpies of
those systems, e.g. the many results in [35]. A critical paith the

line of reasoning in [34] is that a reference physical systenot re-

quired in relating the structure of the algorithm to conaépn and
the associated desirable properties. The identificationsginthesis
of conservation principles are instead often a matter of@pgately

organizing algorithm variables so that the equations dgsgrcon-

servation naturally emerge, independent of whether thatems

describe a particular physical system of interest.

The key property that we derive from this perspective is that

system constructed according to the presented archieegfiitend

toward a minimum point of an overall potential function telhto

inter-vehicle distance. This behavior is reminiscent &f phinciple

of minimum heat, and more generally the so-called prinsiplede-

creasing content and co-content, in electrical netwo3&-38] As
the property relates changes in individual vehicles tcatams in an
overall potential function, it provides a method for anatgethe way
that a specific vehicle affects other vehicles in the systarpartic-

ular, the variational perspective facilitates the analg$ithe dynam-
ics of the overall system in recovering from perturbatioasulting

from, e.g., changes in the desired inter-vehicle distaratenges in
the desired speeds, unexpected braking, or temporarynsysatd-

functions.

3.1. Conservation principle

Following the general approach in [34], we proceed by idwiri
an organization of the variables in the system in Fig. 2(aj tesults
in a pair of orthogonal vector spaces. Referring to this &gtine
claims in particular are that:

(C1) The vector of variableay(t) lies, for all time, in a vector
subspace aR*N~2 denoted4,

(C2) The vector of variablesy(t) lies, for all time, in a vector
subspace RN ~2 denotedB, and

(C3) The vector subspacesand B are orthogonal.
Denoting the vector of variables, (¢) as
a(t) = lai(t),. .., asn—2(t)]" 2

and the vector of variablés, (t) as

b(t) = [bi(t),- ., ban—2(t)]" ®
(C1)-(C3) can be written formally as
at)e ACR*™ 2 vt (4)
b(t) e BCR* 2, vt (5)
(ab)=0, Yac A, beB. (6)

graph, as depicted in Fig. 3. Following the convention in] [38)-
nals corresponding to multiple incident branches diretbegard a
node are summed. Referring to Fig. 3, it is straightforwarderify
the validity of Eq. 4 by noting that for all time, the variabley (t)
are related via the memoryless, linear signal-flow graphithde-
picted in the top portion of that figure, and consequently etore
composed of these variables lies in a vector subspace R3V 2,
Similarly, Eq. 5 is verified by observing that the variablg$t) are
related via the memoryless, linear signal-flow graph depiidh the
bottom portion of Fig. 3, and consequently a vector compaxed
these variables lies in a vector subspa&e R3V 2,

The key observation used in verifying the validity of Eq. 6 is
that the memoryless, linear signal-flow graph intercoringcthe
variablesby (t) in the bottom portion of Fig. 3 is the negative trans-
pose of the memoryless, linear signal-flow graph intercoting the
variablesay () in the top portion of that figure. Still referring to this
figure, we denote the vector of input variables to the topaaienec-
tion; the vector of output variables from the bottom intencection;
the vector of input variables to the bottom interconnectamd the
vector of output variables from the bottom interconnectiespec-
tively as

c, [a17a47a77..47a3N757a3N72]T7 @
d, = [a2,a3,a5,06,...,a3n-1,a3n—3] , (8)
¢, = [b2,b3,bs,bs,...,ban—4, bsts]T , 9)
dy = [b1,ba,br,...,ban—5,b3n_2]" . (10)

Using Egns. 7-10, the relationship between the inputs atglitslin
the top interconnection in Fig. 3 can be written as

d, =gc,,

with G denoting a matrix that encodes the memoryless, linear func-
tion implemented by the top interconnection graph. As thigobo
interconnection in Fig. 3 is the negative transpose of thérttercon-
nection in that figure, the relationship between the inpotsautputs

in the bottom interconnection can be written as

(1)

gb = _ngb. (12)

Writing the expression for the inner product between theorsca
and b rearranging terms, substituting in the expressions irsEgn
10, and substituting in the expressions in Egns. 11 and 1ftses
in

(ab)y = aibi+- - +asn_2bsn_2 (13)

a2ba + azbs + asbs + aebs + - - - + asn—3b3n—3

+aiby + asbs + azbr + - +asnv_2bsn—2  (14)
= d,c+¢c,d, (15)
= 69'g-cd'g (16)
0. 17

From the perspective of the behavior of the interconnectiom
vector of inputs ¢ is uncoupled from the vector of inputg,d.e. the
constraints coupling the two vectors of input variablesand g in
Fig. 3 are imposed not by the linear interconnecting systdrms
rather by the functiongy, gr andh,. From this, in addition to the

In Eqg. 6,(a b) is used to denote the standard inner product on thdact that the vectors and bindividually lie in vector subspaces, it

corresponding real vector space of column vectors.
Demonstrating that Eqns. 4-6 hold is facilitated by reagiag

the system in Fig. 2(a) so that it takes a form where the limeam-

oryless interconnecting structure is represented usingrelsflow

can be concluded that Eqns. 13-17 represent a statemeriispfate
orthogonality. The relationship between orthogonalityedtor sub-
spaces and the structure of signal-flow graphs is discussgr@ater
detail in Section 4.3 of [34].



Eq. 13 is also illustrative of the sense in which Eqns. 4-Gefe
garded as a conservation principle. Specifically, the fofiag 13
resembles the expression for power conservation in pHysica
tems, e.g. electrical networks. We emphasize, howevertipes. 4-
6 represent conservation of a quantity that is non-physioathe
sense that the meaning and units ofdhé; product is not necessar-
ily that of power, nor any other physical quantity. I.e. ttegigbles
ar, may naturally represent units of length, although the dem
b, represent signals internal to each vehicle that can havewbat
arbitrary units or that may be unitless. The conservationciple
emerges in the presented architecture not as a consequenfine
damental physical law but rather as a consequence of théispec

Vehicle position

interconnection that was selected in its development. -10 : : : :
[ 100 200 300 400 500
Iteration number
3.2. Variational principle Fig. 1. Discrete-time simulation results foN = 9, with
As is discussed in [34], the existence of a physical or noysigal ~ fx(dk(t)) = In(di(?)), k = 2,...,9, gr(drta(t)) =
conservation principle that takes the form of Eqns. 4-6rofeeil-  In(de+1(2)), & = 1,...,8, and with the systema,. being real-

itates the identification of variational principles thahdze used to ized as discrete-time approximations to continuous-timbegrators,
characterize the behavior of the associated system. Iraeeaf the ~ corresponding to vehicles having speed control systentsctra-
system depicted in Fig. 3, Eqns. 1, 4, 5, and 6 imply that tise sy Pensate the vehicle dynamics so thaft) o bsx—»(t). The asso-
tem will tend toward a point of minimum local cost of the follmg ~ Ciated cost terms in (18) at€ (dx) = Gx(dx) = (Indy — 1)dx,

constrained minimization problem: i.e. with a minimum point at/, = 1 and with distances less than
1 incurring greater cost than distances that are greaterthdre
] Nl systemshi,, k= 1,...,9 are all identical, with the exception éf,
L min Gi(d2) + Fn(dn) + Y Fr(di) + Gr(disr). which has a larger constant of integration than the othepsesent-
k=2 ing perhaps a higher-performance vehicle that has theyabilake
s.t. d2 = 1 — 32 and accelerate more suddenly. Vehitlis manually perturbed at it-

eration step0, vehicle2 is manually perturbed at iteration stéfo,
and vehicle6 is manually perturbed at iteration s , Wi e
(18) d vehiclet i lly perturbed at iteration st8po0, with th
dNn =xN-1— TN duration of each perturbation beifg iteration steps.

:E1:0

The functionsFy (dx) andGy (dx) denote the integrals of the respec- We observe thap(t) is the time derivative of the cost function in

tive memoryless, nonlinear functiorfs andgy. In particular, (18), resulting in
Y
nw) = [ g a9 4 =
) ™) = | GLda(t) + Ex(dn(®) + Y Fuldi(®) + Grl(disa (1))
4 k=2
Grly) = / gr(7)dr, (20) = g1(d2(t))da(t) + fn (dn(t))d (1)
N-1
with the lower limits of integration in Eqns. 19-20 being abitrary + ) Fuldi()di(t) + grl(disr(t))diora (t)
value that is related to a constant term added to the fursfiprand k=2
G', consequently having no effect on the values of the varsable = ba(t)as(t) + bsn—s(t)asn_3(t)
N-1

for which (18) is minimized. , ,
We demonstrate that the cost in (18) is nonincreasing by first  + > baka(t)ase_s(t) + bsx—1(t)ass_s(t)
k=2

noting that the conservation principle in Eqns. 4-6 implies _ p(t)_g 0.

(da(t)/dt, b(t)) = 0,Vt. (21) (24)

) The form of (18) illustrates the sense in which the presented
We will useay, () = dax (t)/dt andbj, (t) = dby(t) /dt todenote the  5rchitecture deals with measurement inconsistenciesefyigc
time derivatives of the respective signalg(t) andb (¢). Referring  gpecifically, any inconsistencies in resource differenceasure-
to Fig. 3, the termu’ (t)b: (t) evaluates to zero, and Eq. 21 can be jyants can be factored into the functiongz) and fy(z), causing

written in the form of Eq. 14 as the overall system to reach an equilibrium point that difféom
0 = ah(t)ba(t) + aly(t)bs(t) + - + ahn—_s(t)bsn—5(t) that of.a.syster.n. havmg consistent measurements, althcugghrbt
, , , result in instabilities.
+a4(t)b4(t) + a7(t)b7(t) +--+ Q3N72(t)bSN72(t). (22)
Eqg. 1 implies that each term in the bottom line of Eq. 22 is myan 4, SIMULATION RESULTS

tive, and consequently the sum of the terms in the right-tsaahel of
the top line of Eq. 22, denotedt), is nonpositive. This statement A discrete-time simulation of the architecture is depidredig. 1,

is written formally as illustrating that the effects of position perturbationg diut as the
, , , chain recovers. Future work includes performance evalnaif the
p(t) = az(t)ba(t) + az(t)bs(t) + - -+ + azn_3(t)bsn—3(t) < 0. architecture in other situations that may be encounteredictice.

(23)
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Fig. 2. (a) General architecture. (b) Implementation where tbetffacing distance measurement in vehicis not used. (c) Implementation
consisting of vehicles using exclusively front-facingtdiscce measurements.

Vehicle 1 Vehicle k& —1 Vehicle k Vehicle k+ 1 Vehicle N

Signals internal to a particular vehicle
------------ Signals shared implicitly between vehicles via the measurement of common quantities

Fig. 3. Representation of the architecture in Fig. 2(a) in a forat thcilitates the identification of a conservation priheifLight gray regions

indicate portions of the system that are implemented witleinicles. Dark gray regions indicate signals that are shbetween adjacent
vehicles via a wireless link.
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