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@&> = V<z)RAz) ,  (10) 

so that  the "residual" LPC error  signal, {Zu(n)} can be  ob- 
tained by passing {u(n)} through  the  finite  length impulse 
response filter whose transfer  function is & , ( z ) .  

In  addition  to  the covariance method of linear prediction 
reviewed above,  there is an  alternate  formulation,  known as 
the  autocorrelation  method  [16] , [25], which  is also widely 
used. For all-pole modeling the  two techniques are distin- 
guished primarily by  computational  considerations;  both 
methods give roughly the same  result. However, if zeros  are 
being explicitly  estimated  there  may  be a theoretical reason 
for preferring the covariance formulation. As shown in [16] , 
with  autocorrelation LPC as the  predictor  order increases the 
frequency response of the all-pole model asymptotically ap- 
proaches  the  actual response I V(eiW)I. For  this  reason,  the 
autocorrelation  method  performs all-pole modeling of V(z).  

In  contrast,  in a two-stage algorithm it is desirable that  the 
first step  be  one  of pole identification. The  difference is that 
pole identification involves approximating only  the denomina- 
tor of V(z )  rather  than  the overall transfer  function.  The 
covariance method is the  appropriate  one  in  that case. 

Zero Identification by Shanks'Method 
At least two algorithms are available for  identifying spectral 

zeros once the poles have been located. Shanks [7] proposed 
a method  in which the  numerator of V(z)  is estimated by a 
least squares  criterion.  Suppose  that V(z)  is  given by (5). 
Then 

where { f ( n ) }  is the sequence with all-pole z transform 

In Shanks' method, D(z) is estimated by covariance LPC. and 
then N ( z )  is found  by minimizing 

E =  u(n) - bkF(H - k )  
R 

n = o  - I k=O (I 
where 

This leads to the  set of linear equations 

R 
b"k @j"j"(k, r )  = GuF(0, r),  r = 0 . . . R 

k=O 

in which 

03 

@ x l x * ( t , 4 =  XI@ - t)x2(n - u )  
n -0 

is the cross-correlation between {x1 (n)}  and {x2  (n) ) .  

An interpretation of Shanks' method as a least squares 
polynomial  approximation is established by rewriting (12) 
in  the frequency domain. Applying Parseval's theorem and 
the  definition of F(z ) ,  

71 

E = /  -71 lV(z)Gu(z)-  R b ,z*12 IF(z)12 
k=O 2n 

where z E eiw . Recalling (10) we find  that 

where 

R 
Ns(Z)  bkZ-k. 

k=O 

Thus Shanks' method  estimates  the  numerator  of V(z )  by 
fitting a polynomial, Ns(z),  to  the z transform  of the LPC 
error signal, {e", (n)}. 

Zero Identification by Inverse LPC 
A second way of estimating N ( z )  was proposed by Makhoul 

[6] and  is similar to a technique described by Durbin [8],  
[9] . This  approach involves inverting the spectrum of { u (n)} ,  
and then using linear prediction to estimate  its zeros. If 
V(z)  is  given by (5) then 

so that  the poles of V-'(z)  are the  zeros of V ( z )  and vice  versa. 
When  LPC  is applied to { u  -' (n)} ,  the resulting predictor 
polynomial is  an  estimate of N(z ) .  

A variation of this  method considered here is to invert the 
spectrum of the LPC error signal, {e",(n)}, rather  than  that 
of {u(n)}  . I fgu(z)  ?D(z)  then 

E J Z )  V (Z )   ( z )   =N(z )  

and 

This is equivalent to removing the  zeros of V - ' ( z )  prior to 
LPC analysis. One reason for  doing this is to facilitate com- 
paring  inverse LPC to Shanks' method. If linear prediction 
is applied to {e";;' (n ) } ,  then  both  methods  may  be  interpreted 
as modeling the LPC error signal as a finite  length sequence. 

IV. EXPERIMENTAL RESULTS 
In this section seven examples of pole-zero analysis by 

homomorphic  prediction will be  presented.  The examples 
have been selected specifically for  the way in which they 
display certain  features.  In  particular,  the speech segments 
chosen  exhibit spectral antiresonances  which are considerably 
more  distinct  than  those  commonly  found in natural  ut- 
terances. Thus, the results presented here do  not  represent 
a careful evaluation of homomorphic  prediction,  but  only 
serve to illustrate  the  technique. 
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Fig. 3.  Example 1: 4 pole/2  zero  synthetic signal-4 polej2  zero model. 
(a) Segment  of  impulse  train  response.  (b) Log spectrum  of (a). 
(c)  Log  spectrum  after  homomorphic  deconvolution of (a). (d)  Re- 
sult of 4 pole LPC analysis  of  (c).  (e) Log spectrum of 4 pole/:! 
zero  model  with  the  zeros  estimated  by  Shanks’  method. (f) 4 
pole/:! zero  model  with  zeros  estimated by  inverse  LPC. 

The first three  examples involve totally  synthetic digital 
data. Since the  actual filter structures are known,  the ac- 
curacy  of  the  pole  and  zero  estimates  can  be  judged  quanti- 
tatively.  The  remaining  examples use  real speech signals. 
These  were  extracted  from  sentences recited by  a male  speaker. 
The  -waveforms were sampled at  a  rate of 9.4  kHz  and quan- 
tized to  12 bits.  The  sampling rate was selected to ensure that 
the  frequency  response of the available low-pass  analog  prefilter 
was reasonably  flat  everywhere  within the Nyquist band.  At 
higher  sampling  frequencies, the  filter characteristic rolled off 
significantly below  one-half the sampling  rate  and  introduced 
apparent spectral zeros  at  the Nyquist  frequency.  Some 
aliasing  was present  with  9.4  kHz  sampling, but this was felt 
to  be less harmful  than  strong  extraneous  antiresonances. 

The  natural  speech was digitally preemphasized using a 
single positive real axis zero  with  a  bandwidth of 236* Hz.’ 
The  number of poles and zeros used to represent  any  par- 
ticular speech  segment was established  by trial and error 
based on visual comparison of  the  actual  and  model spectral 
envelopes. No attempts were  made to systematize  this pro- 
cess or  minimize the  total  number of  parameters  required for 
a given degree  of spectral fidelity. 

In Examples 1 to  3  (synthetic signals) a sampling rate of 
12 kHz is assumed.  This is done so that pole  and  zero loca- 
tions  may  be specified in  terms  of  frequency  (hertz)  and 
bandwidth. 

1 Bandwidth is computed by the  formula BW = (Fs/2a) In ( z i  + z f )  
where Fs is the sampling rate  and ZR and zz are the real  and imaginary 
parts,  respectively, of a  pole or zero  within  the  unit circle.  When 
ZZ= 0 (eg.,  dc zero) one-half this value is given. To minimize  con- 
fusion, such bandwidths  are  indicated  with  an  asterisk. When z i  + 
z j  > 1, the  computed  bandwidth is negative. 

Example 1-4 Pole12 Zero Synthetic Signal-4 Pole12 Zero 
Model: Fig. 3 and  Table  I  summarize the analysis of a  portion 
of the impulse  train  response of  a  4 pole/:! zero digital filter. 
The first column  of  Table  I lists the  actual  pole/zero  structure 
of the  network used to generate the  synthetic signal shown  in 
Fig.  3(a). The  “pitch  period” is 100 samples,  corresponding 
to a  fundamental  frequency  of 120 Hz. Fig. 3(c)  shows the 
estimate  of  the  log spectral envelope  obtained  by  homomorphic 
filtering from  the first 50 points of the minimum  phase 
cepstrum  of { s ( n ) } .  

The  second  column  of  Table I gives the pole  estimates  ob- 
tained  through  fourth-order linear prediction  of { u ( n ) } .  Fig. 
3(d)  shows the corresponding  spectrum  log I 2;’(eiw) I. When 
Shanks’  method is  used to locate  the  zeros  of V ( z )  the re- 
sulting estimates are those given in  column  three  of  Table  I. 
Combined  with the LPC pole  estimates,  they result in  the log 
spectral envelope  in Fig. 3(e). 

Homomorphic  prediction using  inverse LPC  gave the  zeros 
listed in the  fourth  column of Table I and  produced  the 
overall model  spectrum  shown  in Fig. 3(f). 

One interesting feature of this example is that  the final 
4  pole/2  zero  model  spectra [(Fig. 3(e)  and 3(f)]  exhibit 
resonances  which are noticeably  sharper  than  those  of  the 
estimated vocal-tract response Fig. 3(c). This  phenomenon 
has  been  frequently  observed both  with real and synthetic 
signals. 

Example 2-4 Pole/3 Zero Synthetic Signal-4 Pole/2 Zero 
Model: The  number  of  poles  and  zeros used in  Example  1 to 
approximate V(z)  was the same as the  actual  number of 
parameters  in  the filter which  generated { s ( n ) } .  In  this  ex- 
ample,  homomorphic  prediction is applied to  a signal which 
is characterized by more  zeros than  the  number included  in 
the  model. As a  result,  not all features  of  the  actual signal 
spectrum  can be  represented.  This  situation is roughly anal- 
ogous to  that  encountered when  analyzing real speech,  which 
fits no rational model  exactly.  Although  the  present  example 
is much too simple to  be  truly  prototypical of actual  speech, 
the performances  of the  two  methods of homomorphic pre- 
diction are similar to their  behavior with  natural signals. 

Table I1 describes the  test signal which was obtained  by 
filtering {s(n)} of Example 1 and lists the  poles  and  zeros 
estimated  when  the  previous 4 pole/2  zero  analyses  were 
repeated.  The  various  waveforms  associated  with  the analysis 
are given in Fig. 4. 

By comparing Fig. 4(a) with Fig. 3(c),  it  may  be seen that 
the  extra  zero  depresses  the  spectrum  of {u(n)} by  about 
12  dB  at  6000 Hz and thus represents  a  very  wide but shallow 
antiresonance  compared to  the  one  at 2 kHz. 

Linear  prediction analysis of {u(n)} results in pole  estimates 
nearly identical to those  obtained  in  Example 1. When Shanks’ 
method is  used in  homomorphic  prediction to locate  a single 
zero-pair, an  antiresonance is detected at  2.4 kHz. On the 
other  hand,  the inverse  LPC technique  identifies  the  zero  at 
2.0 kHz,  although  its  bandwidth is significantly overesti- 
mated.  In  general it has  been  found  that  homomorphic  pre- 
diction usirig  inverse LPC provides  somewhat better  estimates 
of antiresonance  frequency than  homomorphic  prediction 
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TABLE I 
SUMMARY OF EXAMPLE I-ANALYSIS OF 4 POLE12 ZERO SYNTHETIC SIGNAL 

a c t u a l   p o l e s / z e r o s  est. z e r o s  est .  z e r o s  est. p o l e s  

p o l e / z e r o  I f r e q / b w ( H z )  (inverse LPC,R=2) ( S h a n k s ’ , H = 2 )  (LPC,  P=4)  
I 
I 

P I 292/79  - - 291/118 
I 

P I 3 5 0 0 / 1 0 0  I 3 4 9 8 / 1 2 8  - - 
I 

I 
Z I 2000 /200   1998 /240   2004 /242  I -  

Note; Analysis window  length = 21 ms (256  points), cepstral  cutoff  for { $ m p ( n ) }  = 4.2 ms (50 
points). 

~~ ~~ 

TABLE I1 
SUMMARY OF EXAMPLE 2-4 POLE13 ZERO SYNTHETIC SIGNAL 

a c t u a l   p o l e s / z e r o s  

p o l e / z e r o  I f r e q / b w ( H z )  
I 
I 

P ’ 292/79  

P I 3500/100 

Z I 2 0 0 0 / 2 0 0  

Z ’ 6000/1000* 

I 

es t .  poles est .  z e r o s  est. z e r o s  

(LPC, P = 4 )  ( i n v e r s e  LPC,R=2) ( S h a n k s ’ , R = 2 )  

2 9 1 / 1 1 7  

- - 3 4 9 9 / 1 3 1  

- - 

- 2 0 4 0 / 3 4 3  2 4 3 9 / 5 0 5  

- - - 

Note: Analysis as in example 1. 

A I 

L 

0 I 2 3 4 5 6 
( kHz 1 

Fig. 4. Example 2: 4  pole/3  zero  synthetic signal-4 pole/2  zero  model. 
(a) Log spectral  envelope  obtained  by  homomorphic  deconvolution. 
(b) 4 pole/2  zero  model  with zeros  estimated by Shanks’ method. 
(c)  4  polej2  zero  model  with  zeros  estimated by inverse  LPC. 

in  which the zeros are found by Shanks’  method (for real 
speech  spectra this was determined visually). Inverse LPC 
tends to ignore  wide but shallow spectral depressions in 
favor  of  sharp  antiresonances if there are insufficient  param- 
eters to represent both. This is not  at all surprising since 
the corresponding  phenomenon for LPC pole  identification 
is  well known [ 161 . 

Example 3-Artifical Voiced Speech: The  sentence “May 
we all learn a yellow lion roar” was synthesized by rule from 

its  phonetic  transcription using a terminal-analog  synthesizer 
[26] . In  this  system,  the  vocal  tract is represented by  a cas- 
cade  of 6 all-pole digital resonators.  Laryngeal  excitation is 
produced by shaping  an  impulse  train  with  a filter consisting 
of a pair of real-axis poles  which  impose an  approximately 
12 dB/octave falloff above 300 Hz.  The  radiation  load  at  the 
mouth is simulated by first-differencing  the vocal-tract output. 
Since the synthesizer is  an all-pole system  (except  for  the 
radiation  zero  at  dc)  the  output  waveform was filtered to 
introduce  a  fixed  antiresonance of frequency  2000 Hz and 
bandwidth  200 Hz. Although  the  actual  pole  and  zero loca- 
tions are again known a priori in this  example, the synthesizer 
parameters are now  time  varying. 

The  test signal, {s(n)} ,  is a 30 ms segment of  le1 from 
“May”  which was preemphasized to remove both of the  glottal 
source poles. Thus it is characterized by  12 poles  and 3 zeros. 
Over the interval of {s(n)},  the  fundamental  frequency is 
constant  at 108 Hz,  and the first five formants  vary  with  time 
within the ranges indicated in Table V. The  sixth  formant is 
fured, but  its actual  location is unknown. 

Columns  2  through 4 of  Table I11 and Fig. 5 summarize the 
12  pole/3  zero analysis of {s (n)} .  From Fig. 5(c)  and  (d)  it 
appears that  homomorphic  prediction using  inverse LPC pro- 
vides a visually superior  representation of the antiresonance 
structure  of V(z)  than  does  homomorphic  prediction involving 
Shanks’ method. 

The last column  of  Table I11 lists the  estimates  obtained 
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TABLE V 

45 

SUMMARY OF EXAMPLE .%ANALYSIS  OF 

Original  Segment 

est. poles I est. zeros est. zeros 

(LPC,  P = l l )  j (Shanks‘, I (inv. LPC, 

freq/bw (Hz) t R=2) I R=2) 

I 

I 
1 

I 
7 6 9 / 2 2 2  I - 1 -  

1 3 0 0 / 1 5 2  I - 1 -  

2 5 7 0 / 1 6 6  1 - 1 -  

3 3 8 9 / 1 8 3  I - ‘ _  

I 

I 

1 

I 

I 

I 

I 

I 

I 

4 0 5 0 / 8 9 9  I - 1 -  

0 /102*  I - 1 -  

- I 0 /178*  I 0/3* 

- I 4 7 0 4 / 5 6 8 *  I 4 7 0 4 / 1 3 2 *  
I 
I - - 1 -  

I 

.TURAL VOWEL WITH ARTIFICIAL ZERO 
Original  Segment plus z: 1 9 9 4 / 1 5 7  

est. poles lest. zeros 

(LPC, P = l l )  (Shanks’, I (inv. LPC, 
; est. 

: R = 4 )  
I 
I R=4)  
I 
I 

7 7 2 / 2 1 4  I - I - 
1 2 8 5 / 1 9 4  I - I - 
2 5 5 8 / 1 7 6  I - I -  

3 3 8 2 / 1 3 6  ; - 
I 
I -  

4 1 4 6 / 5 8 2  ; - 
I 
I -  
I 

0 / 8 4 *  I - I - 
I 

I 

I 

I 

1 

I 

- i 0 /102*  i 0 /3*  

- i 2 0 6 8 / 2 1 1  I 1 9 7 8 / 2 0 6  

I 4 7 0 4 / 2 9 3 *  I 4 7 0 4 / 1 1 2 *  

~ 

Note: Analysis interval = 30 ms (285 points),  cepstral  cutoff = 5.3 ms (50 points). 

TABLE 111 
SUMMARY OF EXAMPLE  3-ARTIFICIAL  VOICED  SPEECH 

actual p/z 

P/Z freq  bw 

I 

P ’ 4 1 3 - 4 6 5   7 2 - 1 0 1  

P 1 6 1 9 - 1 7 2 7   1 1 3 9 - 1 8 9  

P 2 3 5 9 - 2 4 0 3   I 1 8 4 - 1 9 3  

P 3 2 5 2 - 3 3 8 6   2 2 3 - 2 3 0  

P 4 0 2 4 - 4 0 9 1   I 3 5 1 - 4 1 7  

P I  ? I I ?  

z j 2 0 0 0  1 2 0 0  

z ;  - 1 -  

‘Z 0 o* 

est. poles 

LPC,  P = 1 2 )  

req/bw (Hz) 

4 6 8 / 4 5  

1 7 4 5 / 1 7 8  

2 4 1 1 / 1 6 9  

3 3 7 4 / 1 6 2  

4 0 9 2 / 2 7 3  

5 4 2 0 / 4 5 8  

- 
- 
- 

est. zeros 

(Shanks ‘ , 
R=3) 

- 
- 
- 
- 
- 
- 

1 8 3 7 / 1 2 1 6  

0 / 1 0 1 9 *  

- 

est. zeros 

(inv. LPC, 

R=3) 

- 
- 
- 
- 
- 
- 

2 0 1 4 / 1 6 3  

0/14* 

- 

est. zeros 

(Shanks‘, 

R=5) 

- 

- 
- 

2 0 7 7 / 2 5 1  

0 / 7 4 *  

5 2 3 7 / 4 7 6 2  

Note: Analysis interval = 30 ms (360 points),  cepstral cutoff time = 4.2 ms (50 points). 

from homomorphic  prediction using Shanks’ method when 
the  number  of  zeros  in  the  model is increased to five. 

Example 4-Nat~wal Vowel: In  this  example  and  the next, 
homomorphic  prediction is  used to model  a  segment  of nat- 
ural  speech to which  a  known  antiresonance was added by 
filtering.  Two  sets  of  results  are  presented,  for analyses per- 
formed  before  and  after  the  synthetic  zeros  were  introduced. 
These form  Examples 4 and 5,  respectively. The analysis  of 
the original speech  segment is included to illustrate  pole-zero 
modeling  in  the  absence  of  obvious  antiresonances. 

Fig. 6  and  Table IV summarize  the 11 pole/2  zero  analysis 
of  a 30 ms segment  of la[  from  the  word  “five.”  Note  that  a 
relatively  narrow-band  zero was found at  dc  by  both  methods 
of homomorphic prediction.  Since  the  acoustic  radiation 

characteristics  of  the mouth may  be  modeled  roughly by  a 
dc  zero  on  the  unit  circle,’it  is  tempting to associate  the ob- 
served zero  with that mechanism.  However,  the  audio  equip- 
ment used to record  the speech signals contained several 
capacitively  coupled  amplifiers.  Thus, it is more  likely that 
the  apparent  dc zeros are due to  the recording  electronics. 

Example 5-Natural Vowel Plus Artificial Zero: Table V and 
Fig. 7 were  obtained  after  a  fixed  antiresonance  of  frequency 
1994 Hz and  bandwidth 157 Hz was added  to  the  speech 
waveform of Example 4. The results  of the previous analysis 
are repeated in  the  left half of  Table V for  comparison. 

Example 6-Natural Nasalized Vowel (“moon”): Table  VI 
and Fig. 8 summarize the 10 pole16 zero  modeling of a seg- 
ment of IuI from the word “moon.” In Fig. 8(a)  there  appears 
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Fig. 5 .  Artificial  voiced  speech.  (a)  Log spectrum of preemphasized 
1 el from  “may”.  (b) Log spectral  envelope  obtained  by  homomor- 
phic  filtering. (c) 12 pole/3  zero  model  with  zeros  estimated  by 
Shanks’ method. (d) 12  pole/3  zero  model with zeros estimated 
by inverse  LPC. 

(kHz1 

Fig. 6. Example 4: natural vowel.  (a)  Log spectrum of preempha- 
sized  la1 from “five”. (b) Log spectral  envelope  obtained by ho- 
momorphic  filtering.  (c) 11  pole/2 zero  model  with zeros estimated 
by Shanks’ method.  (d) 11 pole/:! zero  model  with  zeros  estimated 
by  inverse  LPC. 

TABLE IV 
SUMMARY OF EXAMPLE 4-ANALYSIS OF N.4TURAL VOWEL 

est. poles 

(LPC, P=11) 

freq/bw (Hz) 

769/222 

1300/152 

2570/166 

3389/183 

4050/899 

0/102* 

- 

est. zeros est .  zeros 

(Shanks’, R=2) (inv. LPC, R = 2 )  

Note: Analysis interval = 30  ms  (285  points),  cepstral  cut- 
off = 5 . 3  ms (50 points). 

to  be a zero  near 2.6 kHz. This lies within the range of the 
second antiresonance  for a nasalized  vowel [27] .  Normally 
a first  antiresonance  occurs  near 600 Hz [27 J ,but there is no 
evidence  of it  in Fig. 8(a). Both methods of homomorphic 
prediction  detected a significant zero near 2700 Hz (see Table 
VI), while neither  technique found an  antiresonance below 
1  kHz. 

As this example illustrates, it is  possible to  obtain reasonable 
representations of speech spectra involving one significant 
antiresonance  with 15 or 16 parameters. Note  that several 
of the estimated  zeros do  not correspond to identifiable anti- 
resonances of the original  signal.  Nevertheless, they are neces- 
sary for a good spectral match since they are part of a repre- 
sentation of the LPC error signal. For example, it is clear that 
the “extraneous”  zero  found by  homomorphic  prediction 

using  inverse LPC at  3762 Hz improves the  representation 
above 3 kHz. The LPC error  spectrum is the  deviation of the 
estimated spectral envelope, V(eiw),  from the all-pole  spec- 
trum F(dW).  In  addition to  the  actual vocal system anti- 
resonances, it  contains  features associated with pole identifi- 
cation  errors,  equipment  artifacts (e.g., dc zero),  the low-time 
cepstral window (which determines the smoothness  of the 
estimated  spectrum), and the  fact  that  the vocal tract is not 
a linear time-invariant rational  filter.  Thus it is generally 
necessary to include several more  zeros  then just those  ap- 
parent in the original speech spectrum. 

Example  7-Natural  Nasal  Consonant (Iml): Table VI1 and 
Fig. 9 show the results of the 12 pole/lO zero analysis of a 
54 ms segment of intervocalic Iml from the sentence “Say 
m o g o  again.” As seen in Fig.  9(a), this signal exhibits  two 
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Fig. 7.  Example 5 :  natural vowel plus  artificial  zero. (a) Log  spectrum 
of preemphasized la\ from “five” with  added  zero.  (b) Log spectral 
envelope  obtained  by  homomorphic  filtering. (c) 11 pole/4  zero 
model  with  zeros  estimated  by  Shanks’ method, (d) 11 pole/4  zero 
model  with  zeros  estimated by  inverse L E .  

TABLE VI 
SUMMARY OF EXAMPLE 6-NATURAL NASALIZED VOWEL (LLMOOh’”) 

est .  poles  I est. zeros I est. zeros  
I I 

(LPC,   P=10)  I (Shanks‘, R=6) I ( inv .  LPC, R = 6 )  

freq/bw  (Hz) 1 
I I 

I 

257 /126  f - 
9 8 5 / 1 2 6  - - 

2391 /214  - - 
3 0 7 4 / 1 3 7  I - I - 

I 

3 9 5 9 / 1 2 9 5  ! - I 
I 

I 
I I 

I 
I 

I 
I 
I 
I 
I 
I 

- 

- 
- 0 /113*  I 0/2 7 * 
- I 1 6 9 1 / 6 0 3  

- I 2841 /247  I 2673 /156  

- ‘ 3 7 6 2 / 5 2 1  

- 

I 
I 

- 
- - ‘ 4704 / -371*  I 

I I - I - 0 /796*  
I 

Note: Analysis interval= 30 ms (285 points),  cepstral  cut- 
off = 4.3 ms (40 points). 

strong  antiresonances, at  about 650 Hz and 3.2 kHz.  Homo- 
morphic  prediction using Shanks’ method of locating  zeros 
gave estimates  of 695 Hz and 3220 Hz, while the inverse LPC 
technique  found  zeros at 596 Hz and 3180 Hz.  These  fre- 
quencies are comparable to those given by Fujimura [28], 
who  reported that  the first  antiresonance  for Im I usually 
falls between 700 Hz and 1200 Hz, while the  second  zero 
occurs near 3000 Hz. 

V. CONCLUSIONS 
Based on  the preceding  examples,  homomorphic  predic- 

tion, using either  Shanks’ method  or inverse LPC to locate 
spectral  zeros,  appears to be  useful for  the pole/zero  modeling 
of speech. Of the  two  techniques, homomorphic  prediction 

with inverse LPC seems to provide better estimates of the 
antiresonance  frequencies for  the same number  of coefficients. 
With either  method  a  satisfactory  representation  usually  in- 
cludes several zeros  in  addition to  the  “true” antiresonances 
of the speech  spectrum. 

The basic idea of homomorphic  prediction is to perform 
pole/zero analysis of  the  homomorphically  estimated vocal- 
tract impulse response. In this paper  only two particular 
identification methods were  considered.  Since  homomorphic 
prediction avoids the problem of pitch-synchronization it 
is possible that some other previously  rejected  technique 
might be more  effective.  Specifically,  there is a  compelling 
reason to consider  algorithms  in  which the poles  and  zeros 
are estimated  simultaneously  rather than in two separate 
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Fig. 8. Example 6: natural nasalized  vowel. (a) Log spectrum of pre- 
emphasized Iul from  “moon”.  (b) Log spectral  envelope  obtained 
by  homomorphic  filtering.  (c) 10 pole/6  zero  model  with  zeros 
estimated  by  Shanks’  method.  (d) 10 pole/6  zero  model  with  zeros 
estimated  by inverse LPC. 
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Fig. 9. Example 7: natural nasal consonant.  (a) Log spectrum of pre- 
emphasized  intervocalic Im I from “mogo”. (b) Log spectral envelope 
obtained  by  homomorphic  filtering.  (c) 12  pole/lO  zero  model with 
zeros  estimated  by  Shanks’ method.  (d)  12  pole/lO  zero  model with 
zeros  estimated  by inverse LPC. 

TABLE VI1 
SUMMARY OF EXAMPLE 7-ANALYSIS OF NATURAL NASAL  CONSONANT( 1 mi) 

est .  poles  I e s t .  zeros I e s t .  zeros 
(LPC, P=12) I (Shanks’, R=10) I (inv. LPC, R=10) 
freq/bw (Hz) I I 

233/162 I - I 
I 

834/142 I 
I 

2545/265 I 

2666/583 I 

3283/486 I 
I 

3738/256 I 
I 
I 
I 

- I 

- 0/3462* I - 
0/160* I 0/32* 

I 

I I 

I I 
1 2206/584 I 1901/494 
I I 

I 3220/86 I 3180/51 
I I 

I I 

I I 

- I 695/353 1 596/161 

- I - I 3616/594 

- I 4309/1021 I 4704/879* 

Note: Analysis interval = 54 ms (512 samples), cepstral  cut- 
off = 4.3 ms (40 samples). 

steps. In case of  a  nearly  coincident  pole-zero  pair, the speech 
spectrum will exhibit  neither  a  strong  peak  nor  a  sharp  dip, 
even when  the  pole  and  zero are each  narrow-band.  Thus, if 
linear prediction is  used to identify  the poles, it is unlikely 
that  the partially cancelled  pole will be  detected. As a result, 
the LPC error  spectrum will be relatively featureless and the 
zero will be missed also. This  may not  be  a problem in ap- 
plications such as analysis/synthesis  telephony  where  the 
goal  is simply to reproduce  the  speech spectral envelope. 
However, in some  situations,  such as the acoustic analysis 
of nasalization, it is necessary to resolve interfering  pole- 
zero pairs and  a  two-step  approach  would  be  inadequate. 

A second  limitation of the  present  study is that  the experi- 
ments are based primarily  on visual comparisons  between  the 
actual  and  model  spectra  of  short  speech  segments. A more 
thorough  investigation  of  homomorphic  prediction  would 
involve listening tests in which  entire  words  or  sentences 
are resynthesized  from their pole/zero  representation  and 
evaluated. 

Even within  the  context of homomorphic ,prediction defined 
in  this  paper,  there are numerous  unanswered  questions.  The 
algorithm is relatively complicated  and  many variations are 
possible. No serious attempt  has  been made to  optimize  any 
of the design decisions. For example, the low-time cepstral 
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window is  rectangular simply for convenience. It is possible 
that some  other  shape  may  lead to  better pole-zero  estimates 
because it smooths  the  speech  spectrum  differently. 

In homomorphic  prediction  with inverse LPC, the  zeros 
are obtained  from  the inverse error signal, {Z-’(n)), rather 
than  from { u - ’ ( n ) } ,  to allow comparison  with  homomorphic 
prediction using Shanks’ method. Whether  this is the  better 
approach  in  terms  of  identification  accuracy  remains to be 
determined.  Furthermore, since E-’(z) is  ideally  all-pole, 
if the  zeros  are  estimated  from {Z-’(n)} it may  be better  to 
use the  autocorrelation  formulation  of LPC rather  than  the 
covariance method. 

Finally, using the  proper  preemphasis  strategy, it may  be 
possible to  reduce the number  of  coefficients  required to 
represent  any  particular  speech  segment.  For  example, it 
was pointed out  that  there always seems to be  a  strong  zero 
at  dc. By first-differencing {e“-’(n)},  this  can  be removed 
when using homomorphic prediction  with inverse LPC so 
that one less parameter is needed. 
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