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ABSTRACT

In this paper we develop an approach to active noise
cancellation using a single microphone. The noise field
is modeled as a stochastic process and a time adaptive
algorithm based on a modification of the block Esti-
mate Maximize (EM) algorithm is used to adaptively
estimate the parameters of this process. Based on these
parameter estimates a cancelling signal is generated.
The algorithm developed is evaluated with recordings
of aircraft noise, and has been implemented in real time
with a single AT&T DSP32C chip.

1 INTRODUCTION

Unwanted acoustic noise is a by-product of many in-
dustrial processes and systems. Active noise cancel-
lation(ANC) is an approach to noise cancellation in
which a secondary noise source is introduced which de-
structively interferes with the unwanted noise. Many
ANC systems utilize two or more sensors. An upstream
measurement of the noise field is used as input to an
adaptive filter which is adjusted based on measurement
of the downstream cnacelled field [4,5]. A difficulty
with multiple sensor systems is that there is typically
some feedback from the cancelling noise source to the
upstream sensor. This can be taken into account in
the adaptive filter[1] but instability can result. Conse-
quently it is often preferable to use only a single sensor.

In this paper we present a new ANC system based
on a modification of the Estimate Maximize (EM) al-
gorithm [2]. Our approach is to model the noise field
at any point as a stochastic process and use an adap-
tive algorithm to estimate the characteristics of this
process. These estimated characteristics are then used
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to predict the future values of the noise field, and a
cancelling source is used to generate a second acoustic
field equal in magnitude and opposite in phase to these
estimated values. If the prediction is accurate, the two
fields will interfere destructively and cancel each other.
The resulting system only requires one microphone,
and therefore avoids the acoustic feedback problem in-
herent in many multiple-microphone systems.

The proposed algorithm derives from a time-domain
formulation of the EM algorithm. In this formulation,
the EM algorithm corresponds to iteratively applying
a Kalman smoother to data blocks. By replacing the
Kalman smoother with a Kalman filter and the iter-
ation index by a time index, the block algorithm is
converted to a sequential algorithm [3].

The algorithm developed in this paper, was used
to cancel the noise generated by a helicopter, a pro-
peller airplane, and a jet airplane, in real-time simula-
tions using an AT&T DSP32C Digital Signal Proces-
sor chip. Assuming that the cancelling speaker and the
noise source were three centimeters apart, and that the
transfer function between the cancelling speaker and
the microphone is a pure delay the algorithm was able
to attenuate the overall noise power by 47dB, 45dB,
and 33dB respectively.

2 MODEL SPECIFICATIONS

A generic single-microphone ANC system is depicted
in Figure 1. In general the transfer function charac-
teristics from the output of the cancelling speaker to
the output of the microphone need to be accounted
for. However, if this transfer function can be accu-
rately measured in advance and is invertible except for
a propagation delay between the speaker and the micro-
phone, the essential problem becomes one of predicting
the future values of the noise field. Consequently, in the
remainder of this paper we concentrate on the idealized
problem represented in figure 2. In this figure, the noise
5(t) to be cancelled is modeled as a stochastic process
consisting of white noise o,u(t) filtered by a transfer
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The E-step for each iteration now corresponds to esti-

mating the state vector s,() and the associated quadratic

term ﬁp(t)ﬁg'(t) given the input data vector z and as-
suming the parameter vector ¢ is known (from the pre-
vious iteration). These estimates can be computed us-
ing a Kalman smoother {3].

To modify the block algorithm above to obtain a
sequential/adaptive algorithm, we use a causal Kalman
filter whose parameters are continuously updated rather
than a Kalman smoother to estimate s,(¢) and s,, (t)sT )
based on the data up to time “t” and the parameter
estimate at time “¢ — 1”. In addition at time “t” we
need to compute the parameter estimate §(t). The
most straightforward modification of equations (9)-(11)
is to let the block length increase with “¢”. This cor-
responds in (9)-(11), to replacing the iteration index
“I” by the tlme index “¢” a,nd replacing the sample av-
erages + Ez- (.) by 11—__77 +=1()7"~7, where v is an
exponential “forgetting” factor whose value is between
0 and 1. The resulting algorithm weighs the current
data more heavily than the past data, and also allows a
recursive procedure for updating the parameters. The
resulting parameter update equations are:
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St +1)=1 _';’t {ilE(r){s(T)zw_rJr
HO Zi; E s, y(r=1)s(n}y'" ) (18)
e+ 1) =7 i [2(r) = 22(r) B {s(r)}+
EHAN] 7 (19)

where E®W{()} = E{()|2(1),...,2(¢)}. All the nec-
essary conditional expectations are computed using a
Kalman filter whose parameters are continuously up-
dated.

The cancelling signal ¢(t + M) is obtained by es-
timating s(t + M) based on E(){s,(¢)} and §(t), the
estimates of 5,(t) and g at time “¢”. It is straightfor-
ward to show that since u(t) is white,

§,(t+ M|t)

Blsy(t + M),
= oM EM{s,(1)}.

z(t); 8(t)}

The cancelling signal c(t + M) is then taken as the

negative of the last element of 5,(t+ M|t).

3.1 Gradient-Based Algorithm

An alternative to the EM algorithm is the use of the
gradient-search algorithm for maximizing log f.(z; 8):

#40 = 0450, TELED )
where Qm is the estimate of @ after [ iteration cycles,
6 is the step-size on the I-th iteration cycle (this step-
size can be different for different components of §), and
N corresponds to the number of data samples. For
sufficiently small step-size, this algorithm converges to
a stationary point of the log-likelihood function.

The partial derivatives 5‘% log f;(z;9)|g=p(», where
z denotes the observed (inco;nplete) data, can be cal-
culated by taking the conditional expectation of the
derivatives aa—alog fy(y;€), where y denotes the com-
plete data, i.e,

a
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(21)
This identity was first presented in [6]. The condi-
tional expected values in (21) can again be computed
using a Kalman smoother whose parameters are based
on 8. Using (21) to calculate the partial derivatives
in (20) and following steps very similar to those taken
in the previous section, we obtain the following sequen-
tial/adaptive parameter update equations [3]:
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The obvious advantage of the Gradient-Based algo-
rithm over the algorithm of (17)-(19) is that this al-
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function H(z). The signal r(t) is the signal generated
by the processor and corresponds to the input to the
cancelling speaker. The block labeled Z~™ represents
the delay from the speaker output to the microphone
with ¢(t) denoting the cancelling signal at the micro-
phone input. The noise source o.v(t) represents the
measurement error in the microphone and is assumed
to be uncorrelated with o,u(t).

3 ADAPTIVE NOISE CANCELLATION
ALGORITHM

The EM algorithm is an iterative procedure for max-
imum likelihood estimation using the concept of com-
plete and incomplete data [2,3]. We shall first develop
this algorithm in the context of our noise cancellation
problem as a time-domain block iterative algorithm.
This block algorithm is then modified to obtain an
adaptive/sequential algorithm.

As indicated in figure 2 z(t) is assumed to be of the
form

z(t) = 5(t) + ocv(t) (1)
where v(t) is zero-mean unit variance Gaussian noise.
Furthermore s(t) is modeled as the output of an all-
pole(autoregressive) system, i.e

p
=~ aps(t — k) +ou(t) (2)
k=1
with u(t) a zero-mean unit variance white Gaussian
process, independent of v(t). We define the vector of
unknown parameters, as

8=[a", 0}, 0" (3)

where « is the vector of autoregressive parameters. We
further define the observed data vector z, signal vector
s, and state vector s,(t) as

£z = [z(l)xz(2)7"'1z(N)]T (4)
s = [S(_p + 1), S(—p + 2)7 IRRP) 'S(N)]T (5)
sp(t) = [s(t —p),s(t —-p+ 1))"':s(t)]T' (6)

In formulating the EM algorithm for our problem, the
vector z represents the incomplete data. The complete
data is then taken to be the vector y [zT T]

On each iteration of the EM algorithm, the param-
eter vector is re-estimated by maximizing the expec-
tation of the log-likelihood function of the complete
data, with the expectation conditioned on knowing the
incomplete data and using the parameter vector esti-
mate obtained on the previous iteration, i.e

g0+D = arg max Elog fy (3 )|z} (7)

Using the assumption that s(t) is Gaussian and sat-
isfies equation (2} , it is straightforward to show that

E{log fy(y; 6)|2; 60} = log f(s,-.1(0);6) —
— ks Soisy [EO{s()?} + 27 EO g, (¢ - 1)s(t)}
+aBO{g_;(t - 1)g,_1(t — 1}e]

— gtz Tiey [2(0)2 — 2:() BO{s()} + ED{s(1)*}]

—Nlogo.

Nlog o,

(8)
where E() denotes the conditional expected value ,
conditioned on knowing z, and using the parameter
vector obtained on the I-th iteration. The parameter
vector estimate for the (! + 1)-st iteration, Q(H'l), is
then obtained by maximizing E() {log f,(y; #)}. Specif-
ically,
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The expectations required in equations (9)-(11) can be
computed using a Kalman smoother whose parameters
are based on the estimate of @ obtained on the I-th
iteration. To establish the Kalman filter structure, we
express equations (1) and (2) in state space form as

CAAR —22(ED {s(t)}+

5(t) = s, (8 ~ 1) + gu(?) (12)
2(t) = QTgp(t) + oev(t) (13)

where @ is the (p+ 1) x (p+ 1) matrix
= [ o _ar ] (14)

AT is the 1 x (p + 1) vector

KT =10,...,0,1] (15)
and g is the (p+ 1) x 1 vector

gr =[0,...,0,04). (16)
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gorithm does not require a matrix inversion on every

time-step.
Canceifing Speaier
4 REAL TIME SIMULATIONS e Mcrophone -
The gradient-based sequential/adaptive algorithm was - -

|

used to cancel the noise generated by three types of
aircraft in real-time simulations. The algorithm was
implemented on an AT&T DSP32C chip operating at
32KHz sampling rate. The order of the underlying AR
process was assumed to be five, and o, was fixed at 5% Figure 1: Generic single microphone ANC system
of the standard deviation of the unwanted noise. The
required prediction time is dependent on the spacing
between the cancelling speaker and the microphone.
In our simulations, one step prediction corresponds to
a spacing of 1.0cm and a prediction time of 31.25usec.
Figure 3 is a plot of the average noise attenuation ver-

L . o0
sus the prediction time. o | a L) 17 rR)mclib)
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Figure 3: Attenuation obtained using our ANC algo-
rithm. The measured attenuation values are indicated
and are connected by straight lines.
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