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Abstract — We consider the problem of embedding
one signal (e.g., a digital watermark), within another
“host” signal to form a third, “composite” signal. The
goal is to achieve efficient rate-distortion-robustness
trade-offs. We introduce a new class of embedding
methods called distortion-compensated quantization
index modulation. In several different contexts in-
volving both intentional and unintentional attacks,
capacity-achieving methods exist within this class,
while in other contexts these methods achieve prov-
ably better rate-distortion-robustness performance
than previously proposed spread-spectrum and gen-
eralized low-bit(s) modulation methods.

I. INTRODUCTION

Digital watermarking and information embedding systems em-
bed information in a host signal, which is typically an image,
audio signal, or video signal. The host signal is not degraded
unacceptably in the process, and one can recover the water-
mark even if the composite host and watermark signal undergo
a variety of attacks as long as these corruptions do not unac-
ceptably degrade the host signal. These systems play an im-
portant role at least three major application areas: (1) copy-
right protection of multimedia content, (2) authentication and
tamper-detection, and (3) backwards-compatible upgrading of
~ existing legacy communication networks [1].

II. PROBLEM MODEL

We wish to embed a message m € {1,2,...,2NR"'}, some-
times called a digital watermark, in some host signal vector
x € RN , where R, is the embedding rate in bits per host
signal sample. Specifically, m and x are mapped onto a com-
posite signal vector s € RY using some embedding function
s(x, m), and we define a distortion measure between x and s.
Equivalently, we can define a host-dependent distortion sig-
nal e(x, m) that is added to x to obtain s. The composite
signal s is subjected to unintentional attacks and possibly to
intentional attacks inside some channel, which produces an
output vector y € ®". A decoder generates an estimate 1 of
m after observing y, i.e., we consider the “host-blind” case,
where x is not available to the decoder. Ideally, the decoder
can reliably recover the embedded information as long as the
channel degradations are not too severe. Thus, the tolerable
severity of the degradations is a measure of the robustness of
.the system. The goodness of s(x, m) and its corresponding de-
coder is measured by the achievable rate-distortion-robustness
trade-offs.
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Fig. 1: Quantization index modulation information embedding.

II1. Di1STORTION-COMPENSATED (QUANTIZATION
INDEX MODULATION
Quantization index modulation (QIM) embedding functions
arise by defining an ensemble of quantizers g(-; m), one quan-
tizer in the ensemble for each possible value of m. Then,
s(x,m) = q(x;m). An example is shown in Fig. 1 for the
case where N = 1, R, = 1, and the quantizers are uniform,
scalar quantizers. One can decode, for example, by determin-
ing whether y is closer to a o point (/i = 1) or to a x point
(/m = 2). Thus, the x and o points represent both source code-
words for representing x and channel codewords for communi-
cating m. QIM systems reject interference from the host signal
since x determines which o or x point is chosen but does not
deflect s or y away from these points. Distortion-compensated
QIM (DC-QIM) systems add back some fraction 1 — a of the
quantization error, s(x, m) = q(x;m) + (1 — a)[x — q(x; m)],
which can be shown [1] to improve rate-distortion-robustness
performance with the proper choice of a.

IV. PERFORMANCE AGAINST ATTACKS

In fact, one can derive sufficient conditions under which
capacity-achieving DC-QIM systems exist [1]. These condi-
tions are satisfied in at least three cases: (1) the additive Gaus-
sian noise channel and Gaussian host signal scenario of [2],
(2) the case of squared error distortion-constrained attacks
and a Gaussian host signal described in [3], and (3) the case of
squared error distortion-constrained attacks, a non-Gaussian
host signal, asymptotically small embedding-induced distor-
tion, and asymptotically small attacker’s distortion described
in [3].

In a number of other contexts where the capacity is un-
known, DC-QIM methods achieve provably better perfor-
mance than previously proposed additive spread-spectrum
methods, which do not reject interference from the host signal,
and generalized low-bit(s) modulation methods. These cases
are discussed in[1], along with practical implementations of
DC-QIM and QIM systems.
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