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ABSTRACT

This paper describes a signal coding solution for a hybrid channel
that is the composition of two channels: a noisy analog channel
throngh which a signal source is sent unprocessed and a secondary
rate-constrained digital channel, The source is processed prior
to transmaission through the digital channel. Signal coding solu-
tions for this hybrid channel are clearly applicable to the in-band
on-channel (IBOC) digital audio broadcast (DAB) problem. We
present the design of a perceptually-based subband audio coder,
with complexity comparable to conventional coders, that exploits
asignal at the receiver of the form y[n] = g[n}=2{n]+u[n], where
z{n], gln], and u[n] denote respectively the source, the impulise
response of convolutional distortion, and additive Gaussian noise,
Concepts from conventional subband coding, e.g. subband decom-
position, quantization, bit allocation, and lossless signal coding,
are tailored to exploit the analog signal at the receiver such that
frequency-weighted mean-squared error is minimized.

1. INTRODUCTION

In some source coding scenarios, there exist observations of sig-
nals at the decoder that are correlated with the source which may
be used jointly with a digital representation to reconstract the
source. For example, in the case of in-band on-channel (iBOC)
digital andio broadcast (DAR), an existing noisy analog communi-
cations infrastructure may be augmented by a low-bandwidth dig-
ital side channel for improved fidelity. As another example, in
a {wo-Sensor scenario, one sensor may observe a distorted full-
bandwidth form of the source signal, while the other observes the
source undistorted but can only record or transmit a low-bandwidth
representation of the signal. A final example is a source coding
scheme which devotes a fraction of available bandwidth to the
analog source and the rest of the bandwidth to a digital represen-
tation. This scheme is applicable in a wireless communications
environment, where analog transmission has the advantage of a
gentle “roll-off™ of fidelity with SNR.

This paper describes a method for subband signal coding, us-
ing algorithms of comparable complexity to conventional coders,
that exploits a noisy analog signal at the decoder. We assume the
analog signal is the output of a channel through which the source is
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Figure 1: The digital encoder. The H;(2)s are analysis filters. The
@2;s are modulo-uniform scafar quantizers.

sent uncoded. Clearly by using the analog signal at the receiver, we
should be able to reduce the required digital bit rate while offering
comparable fidelity to conventional coding systems that ignore the
analog signal. In the DAB scenario broadcasters can use the bits
saved on audio source coding either for improved error-cortection
or transmission of non-audio data.

Shamai et. al. in [1] use the term “systematic” to describe
source coding with analog information at the receiver as an ex-
tension of a concept from error-correcting channel codes. A sys-
fematic error-correcting code is one whose codewords are the con-
catenation of the uncoded information source string and a string
of parity-check bits, Similarly, in the systematic hybrid source
coding scenario, we have an uncoded analog transmission and a
source-coded digital transmission.

In our design, concepts from conventional subband coding,
e.g. subband decomposition, quantization, bit allocation, and bit-
stream coding, are tailored to exploit the analog signal at the re-
ceiver such that frequency-weighted mean-squared error (MSE) is
minimized. Because we code subband coefficients, all results per-
taining to perceptual masking are easily applied to this method of
coding. In addition, the methods proposed here require very littie
additional overhead as far as source side information. Although
our results are applicable to coding of all signals, we emphasize
the application of these digital coding techniques to the perceptual
coding of andio as a solution to the IBOC DAB probiem. In a se-
ries of experiments we augment, with a digital bitstream, a 30 dB
analog signal corrupted by additive white Gaussian noise at the re-
ceiver. Bit rates for the digital stream as low as 10 to 20 kbits/sec
yield perceptually near-iransparent coding of mono audio sampled
at 44.1 kHz.

This paper is organized as follows. Section 2 will describe the
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structure of the cncoder and decoder. Section 3 describes the im-
plementation of the coding method for andio and presents the re-
sults of informal listening experiments on a variety of audio tracks,

2. THE ENCODER AND DECODER

In this section we describe the encoder and decoder as diagrammed
in Figs. 1 and 2. We will assume that the source is some col-
ored Gaussian scquence [n] and the analog observation is y[n] =
g[n]*x[n]+u[n], where g[n] is the impulse response of some con-
volutional distortion and «[n] is additive Gaussian noise, which is
independent from the source and may be colored. These assump-
tions will assist in analysis but the system design can be applied to
general sources and a broad class of additive noise. The assump-
tion that audio is approximately Gaussian has been successfully
applied to a number of problems in audio processing. The Gaus-
sian channel model very acenraiely represents the AM channel and
closely approximates the FM channel in the high SNR case [2].
We refer the reader to [3] for an explanation of the optimality of
the encoder/decoder structures with respect to mean-squared error.
The encoder is very similar to a conventional encoder, while the
decoder has some additional complexity induced by the incorpo-
ration of the analog information into the estimate. As with con-
ventional eoding, systematic hybrid coding is composed of three
essential elements: an analysis/synthesis filter bank, quantization,
and bitstream coding, We describe the encoder and decoder struc-
tures that compose each of the first two elements. The optional
bitsiream coding stage invelves the use of Slepian-Wolf codes, as
shown in Fig.1. With the added complexity of bitstream coding,
we can lower the digital bit rate while maintaining the same per-
formance, As the construction of Slepian-Wolf codes is beyond
the scope of this paper, we assume the indices output from the
quaniizers are transmitted uncoded to the the decoder.

2.1. The Filter Bank

The hybrid coder operates on the basic premise of subband cod-
ing. The source signal z[n} is decom Mposed by a filter bank into a
set of M subband signals {X;[m]}; 25", which are subsequently
coded (gquantized) for the parucular bit rate allowed by the digi-
tal channel. A particular ﬁlter bank is described by its analysis
filters, denoted by {H;(z)}/5" in Fig. 1, and Lorrespondmg syn-
thesis filters at the decoder, denoted by {F ()}, 5" in Fig. 2. The
synthesis bank takes the subband signal estimates {X, [m]}; 0 L
derived from the analog and digital data, and creates a time domain
signal estimate, £[n].

We now establish some facts about filter banks used in this
paper. We assume that all filter banks are critically sampled, i.e.
the number of samples fnto the filter bank is equal to the num-
ber of samples out. Critical sampling is achieved by downsam-
pling by M after the analysis filters. We use n to denote the index
for the original source and the index m to denote the time index
for the {decimated) subband signals. If the filter bank is imple-
mented by a fast transform like the modified discrete cosine trans-
form (MDCT), each index m corresponds to a windowed frame of
signal data. We therefore use the nomenclatore “frame” to refer to
a particular index m.

There exists a wealth of results on the design of filter banks for
a variety of signal processing tasks. For use in conventional sig-
nal coding, a filter bank usuaily satisfies several criteria. First, the
filter bank i3 perfect reconstruction, so that in the absence of any
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Figure 2: The hybrid decoder. The@; 15 are hybrid reconstruction
functions. The F;(z)s are synthesis filters.

guantization of subband signals the. source can be reconstructed
exactly using the matching synthesis filter bank. Secondly, we
desire strong stopband rejection for each synthesis filter so that
any noise injected into the system by quantization will not affect
neighboring subbands significantly. Finally, the filter bank should
be implementable by fast algorithms, usually involving the FFT, 1o
minimize algorithmic complexity of the coder. The MDCT satis-
fies these criteria nicely, and is used in many state of the art trans-
form audio coders. We show in [3] that, in the sense of maximum
coding gain, a good filter bank for conventional source coding is
also a good filter bank for coding with analog information at the
decoder. Therefore we can enjoy all of the advantages of stan-
dard filter bank constructions for our problem. The andio coder
that we implement using analog information at the decoder will
use the MDCT for subband decomposition, In order to alleviate
time-domain artifacts such as pre-echo, many state of the art au-
dio coders use signal-dependent switched filter banks. These filter
banks may also be used for systematic hybrid audio coding, but
our initial implementation uses a fixed filter bank.

2.2. Quantization

The encoder must quantize the subband coefficients under a bit rate
constraind, anticipating that the decoder will have access to analog
information correlated to the source. As shown in Fig. 1, we let
{@: ()5t denote the bank of hybrid quantizers that encode the
subbands. For most of the remainder of Sec. 2, we omit the indices
i and m as they will be considered implicit.
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Figure 3: Hybrid quantization with modulo uniform quantizers, a
2 bit example,
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Figure 4; Lattice interpretation of hybrid quantization.

For systematic hybrid coding, we nse quantizer stractures that
have complexity comparable to canventional scalar quantizers. Sim-
ply the composition of a modulo operation and a conventional
uniform quantizer, the quantizer )(X) for the hybrid scenario is
given by:

FX) = QX mod W) (1)
_ kW PCERY
Q) = k —<v vt = )
k:(},l,...,lff—l,

where K is the number of levels allocated to the quantizer. We
show in [3] that these modulo-uniform quantizers very closely
approximate the optimal scalar hybrid quantizers with respect to
mean-squared ervor. We discuss the determination of appropriate
values for X for each of the subbands when we address bit alloca-
tion in Sec.2.4. Note that the graph of X{X), shown in Fig. 3 for
a 2 bil quantizer, is a cascade of staircases, where W is the width
of each staircasc. A cell is the interval described by a step of the
staircase, and its widih is given by A = W/K. Note that each
quantizer level £ € 0,1,..., & — 1 is the image of the wnion of
several disjoint cells, rather than just one cell,

The quantizer (X)) may also be interpreted in terms of a col-
lection of interleaved lattices, {Ci}f;?)l. To each guantizer ougput
k = Q(X) we assign a lattice L, as shown in Fig 4, with lattice
peints uniformly separated by length W. Each lattice point is the
center of a cell region defined by the funciion Q). Each successive
fattice is the previous lattice shifted by A units. An alternative
description of (X in terms of laitices is as follows. The func-
tion Q{ X} is the index of the latlice that contains the lattice point
closest in Euclidean disiance to X. The lattice interpretation is
useful to deseribe the reconstruction of subband coefficients from
k = Q(X) and the analog signal, a procedure we describe in Sec-
tion 2.4,

In order te determine a good value for the stafrcase width W
we focus attention on the operation of the decoder. Note that at the
decoder the analog signal yir] is also decomposed into subbands
Yijm] by the same analysis bank as at the encoder. Given that
#[n] = gln] * £{n] + u[n] we argue that a given subband signal ¥
is clogely approximated by ¥’ = AX + U where X is a known gain,
and I7 is an adaitive Gaussian noise variable. Note that the signal
Us;[m), as a function of frame m, is a highly correlated sequence,
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Figure 5: Example of signal reconstruction

because it is bandiimited by the i subband filter. In this imple-
mentaiion we do not expleit this correlation, bhut a future imple-
mentation may use prediction across frames to do so. We assume
that convolutional distortion is approximated closely by constant
gain for each subband. Several anthors have shown that this is a
valid approximation {5, 6. If more accuracy is desired we can use
the results in [7] indicating that for appropriate choice of analy-
sis and synthesis filters, convolution may be implemented by low
order ﬁlters on each subband signal.

Let 0% and o be the variances of X and U tespectively. In
{31 we argue that the subband decomposition approximately or-
thogonalizes the sotrce sampies and the noise samples in a given
frame. Due to this fact, the minimum mean-squared error (MMSE)
estimate X of subband coefficient X from a frame of y[n] is pY’,
simply a gain times the analog subband coefficient. The value p,
shown in Fig. 2 at the decoder, is the correlation coefficient be-
tween X and ¥,

hok

P= hiak + o’

The error in the estimate is given by e = X ~ X, and the error
variance is given by:

2 2
2 Tx0y
O, = ————r. (3
¢ h?o% + o}

Given the analog observation, the minimum mean-squared error
variance 2 is constant and is always less than the source variance,
o% . Therefore we let W = Coe, for some constant C > 1, so that
a single staircase will contain the region of support for the MMSE
error. In [8], we show that € s 7 is the optimal value for C for
the typical range of operation in an audio application. Note that
the source vatiance, noise variance, and gain b in a given subband
must be known in order to caleulate C. Typically, the values a3
and h are given by some known channel model. The variance of
the source, however, must be communicated as side information in
the digital bit stream, perhaps in some low-bandwidth parametric
form. As we shall sce in Section 2.4, this information is senf as
side information to specity bit atlocation across subbands, so the
analog estimation stage requires no additional overhead.

We have established that the subband coefficients will be coded
by modulo-uniform quantizers, and the modulo factor W equals
Tae, whete . is the standard deviation of the MMSE estimation
error based on the analog observation.

2.3. Signal Reconstruction

The index & that is output from the quantizer § is sent to the de-
coder, where it is used jointly with the analog signal y{n] fo re-
construct the subband coefficient X. As shown in Fig. 2, the re-
construction function for each subband is denoted Q“’(k,X ),
and it requires the MMSE analog estimate X in addition to the
index &k from the encoder as input. The reconstruction function
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provides an improved estimate X of the subband coefficient X .
Hlustrated in Fig. 5 for a 2 bit quantizer, the function is imple-
mented as follows. The index k = Q(X) from the encoder defines
a particular uniform lattice £x. The reconstructed subband signal
X = § Y&, X) is the lattice poini of £y that is the minimum
Euclidean distance from X. We show in [3] that this minimum-
distance reconstruction rule closely approximates the rule for
MMSE reconstruction,

2.4. Bit Allocation

Due to digital bandwidth constraints, a particular number of bits
B are allocated for a frame of audio data, The bit allocation prob-
lem addresses the allocation of & bits to each quantizer {}; such
that a perceptually-weighted ervor is minimized and 3>, b; = B.
Variable rate coders vary bit rates from frame to frame, We do
not discuss the procedure to determine the allocation of bits across
frames, as methods from conventional coding extend obviously to
the hybrid coder.

The considerable coding gains attained by most state of the art
audio coders may be attributed to bit aliocation based on a signal-
dependent masking threshold we refer to as the just-noticeable-
distortion (JND) level. In the hybrid coding scenario, use ot per-
ceptual masking is as straightforward as in conventional coding.
The IND, as a function of critical band frequency, may be cal-
culated by one of several methods outlined in the research lit-
erature. Let Mep be the number of critical bands, and let J,
1 =10,1,..., Mcp — 1, denote the IND function. The IND is most
often calculated as a function of two variables for each critical
band: source variance and level of tonality or noise-like character.
Note that since we are sending the source variance to facilitate the
analog estimation stage, this information is already provided.

Bits are allocated according to the following greedy algorithm.
The frame starts with a reservoir of B bits. Initially, each crit-
ical band has an associated weighted analog estimation error
(02, )on/Jli], where (62, )cs is simply (he sum of the mean-
squared estimation errors in the subbands contained in critical band
i. Bit allocation is performed by inverse waterpouring on the
weighted analog estimation error. If the number of bits B in the
reservoir is large enough for every frame of audio, perceptual trans-
parency {CD-quality audio) is achieved when the mean-squared
error in cvery critical band is less than the JND.

3. IMPLEMENTATION AND EVALUATION OF
PERFORMANCE

This section describes the implementation of the signal coder for
the coding of audio at 44.1 kHz sampling rate with observations
of the sowce corrupted by additive white Gaussian noise at the
receiver. It is clear from the design that in a breadcast situation,
coding for a worst case SNR will enable proper decoding for ali
SNRs greater than the worst case value,

The fiiter bank is implemented by a 2048 sample MDCT/
IMDCT operating on data windowed by an integrated Kaiser win-
dow at 50% overlap. Each sebband coefficient is guantized as in
See. 2.2. Reconstruction from the quantized coefficients requires
that the subband energy envelope be communicated to the decoder
as side information. We use a frequency-warped all-pole model
proposed in [10] to describe the speciral envelope with between
20 and 40 poles depending on the source. The frequency warp-
ing gives equal emphasis to the spectral components on a Bark
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Analog Channel | Bit Rate (kbfsee)
SNR (dB)
0 25-35
20 15-40
30 10-20

Table 1: Required bit rate for transparent audio given analog chan-
nel output at certain SNR

frequency scale. The spectral cnvelope is enceded as log-area ra-
tios that are quantized at 3 bits per coeflicient. Thus the side in-
formation uses 4.3-8.6 kb/sec of bandwidth, Reusing the side in-
formation, we calculate the IND level according to [9] using the
paramelric representation of the spectral envelope. In this current
implementation we use no tonal/noise-like properties {o calculate
the IND, so the masking thresholds are in general more conscrva-
tive than necessary.

As an evaluation of performance, we coded audio for trans-
parency assumming 10, 20, and 30 dB SNR observations at the re-
ceiver. We coded several different types of audio and show the
ranges of required bit rates for each SNR in Table 1. System-
atic hybrid andio coders clearly have significant coding gain over
coders that ignore the analog signal at the receiver. Preliminary
results also suggest that there are similar coding gains for the FM
channel,
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