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Abstract—We derive performance limits for two closely re- [20], [26]. The characterization and development of antenna
Iateq communication sce_nanos involving a wweless_system .Wlth Coding and precoding Strategies that approach the fundamental
multiple-element transmitter antenna arrays: a point-to-point performance limits of such systems are comparatively recent:

system with partial side information at the transmitter, and a
broadcast system with multiple receivers. In both cases, ideal see, e.g,, [3], [14], [19], [24], [27], and [28], and references

beamforming is impossible, leading to an inherently lower achiev- therein.
able performance as the quality of the side information degrades  In this paper, we characterize the performance limits of

or as the number of receivers increases. Expected signal-to-transmitter arrays applied to two related scenarios: a point-to-
noise ratio (SNR) and mutual information are both considered —,qint system with partial side information at the transmitter,

as performance measures. In the point-to-point case, we deter- nd broadcast tem mmunicatin mmon_ inform
mine when the transmission strategy should use some form of a a broadcast system co unicating co 0 orma-

beamforming and when it should not. We also show that, when tion to multiple receivers. In our analysis, we focus on
properly chosen, even a small amount of side information can be two measures of performance: signal-to-noise ratio (SNR)
quite valuable. For the broadcast scenario with an SNR criterion, and mutual information. While the two metrics are closely
we find the efficient frontier of operating points and show that e|ated, they have important differences. SNR characterizes the
even when the number of receivers is larger than the number of . . .
antenna array elements, significant performance improvements perfprmance of typical un_COded SyStemS’_ while mutual.lnfc.)r—
can be obtained by tailoring the transmission strategy to the Mation measures the maximum rate of reliable communication

realized channel. achievable with coded systems (in the absence of delay and

Index Terms—Antenna arrays, fading channels, feedback com- processing constralnts)._ . . o
munication, space—time codes, spatial diversity, wireless commu- When the message is intended for a single recipient, a
nication. beamforming strategy is optimal [8]. With beamforming,

the transmissions from thé{ different antenna elements
at the base are designed to add coherently at the intended
receiver, yielding an average factor @f enhancement of
ULTIPLE-ELEMENT transmitter antenna arrays havésNR and a corresponding enhancement of mutual information
an increasingly important role to play in emergingyer single-element antenna systems [14], [15]. However,
wireless communication networks, particularly at base statiofis improvement requires that the transmitter have accurate
in cellular systems. Indeed, when used in COﬂjUﬂCtiOﬂ with alanow|edge of the parameters of the channel to the intended
propriately designed signal processing algorithms, such arraggipient, which is difficult to achieve when the parameters
can dramatically enhance performance. are time-varying. Gains obtained in practice with only partial
Transmitter arrays have long been used for beamformingjiformation at the transmitter are more modest as a result. In
radio communications. The potential for using such arrays &gdition, in broadcast scenarios this factordéfenhancement
switched diversity schemes similar to those used for receiv@innot be obtained at each receiver even when the parameters
arrays has also been recognized for some time [8], [9]. Beast- all channels are perfectly known. This is because it is
forming methods that rely on accurate channel knowledg@nerally not possible to simultaneously beamform to multiple
at the transmitter remain an active area of study from bothcipients. We explore the degree to which it is possible to
a communication-theoretic [5] and information-theoretic [1%pproach the factor al/ beamforming performance limit in
perspective. At the other extreme, transmitter arrays may Bgth the point-to-point and broadcast problems.
used in point-to-point scenarios in which the transmitter has noAn outline of the paper is as follows. Section Il describes
knowledge of the channel parameters, or equivalently in broagle basic modeling assumptions for the channel. Section Il
cast scenarios where there are infinitely many recipients [€bnsiders the point-to-point scenario with a multiple-element
transmit antenna and a single receive antenna. Achievable
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about the channel parameters in the form of noisy or quantizeédr the special casé = 1, we adopt the simpler notation
measurements is available at the transmitter. We show that= «;.

even limited side information can be quite valuable, and We assume throughout that all channel parametersare

we suggest useful ways to choose its form. When mutyagrfectly known at the respective receivers. While unrealistic
information is the performance measure, we show that Bspractice (since such parameters generally must be estimated
the quality of the side information degrades, the transmitttom the received waveform), this assumption allows us to
should transition from a beamforming strategy to a motieolate the impact on system performance of different degrees
general approach, with the switching point dependent on tbe knowledge about the channel at the transmitter, which is
channel SNR. the focus of the paper.

Section IV develops the complementary problem in which The Rayleigh model described above is most appropriate
there are multiple receivers with the associated channel paien the transmitting array is cited near many local RF
rameters known at the transmitter. We find the efficient froseatterers, as is typically the case indoors [25]. The model
tier of operation that balances performance at the varioakso applies, for example, to an outdoor array in an urban
receivers. Among other results, we develop and analyze praetting when communicating with street-level users. The min-
tical strategies whose average and worst-case (outage) f@um required spacing of the antenna elements depends on
formance—even when the number of receivers is relativellge RF environment; less than one wavelength may suffice
large—is significantly better than that of approaches that dwdoors, while an outdoor array may require 20 wavelengths

not exploit channel information. or more [11].
Because the channel parameters are random, system per-
II. SYSTEM AND CHANNEL MODEL formance whether measured by SNR or mutual information

We consider a narrowband system with ad-element is also a random variable. However, although the channel
transmitter antenna array anbl receiver antennas. At oneParameters can remain essentially constant over transmission

extreme, each of thesg antennas may be associated with ‘Ljpt.ervals of reasonable duration in practice, ergodic fluctu-

distinct receiver. Or, at the other extreme, they may correspo‘?\%ons are generally experienced over sufficiently long time

to an L-element suitably spaced antenna array for a sing?gales' I'n such cases, then, expectgd SNR or expected mutual
receiver. Regardless of the number of receivers, we assumgigmation provide the corresponding measures of average
broadcast scenario in which a common message is transmiffggformance of interest in such systems. And it is these
to all (using potentially different symbols at each of the Measures upon which we will focds.

antenna elements). As we will see in Section Ill-A, the expected SNR

10 . . . .
As the associated channel model, the complex basebalﬂ%al X[*]/No obtained at receivel in such systems is

received signal at théth receive antenna is the noisy sudetermined by the system designer's choice of the second-

perposition of thel transmitted symbols(;, Xa, -- -, Xa, moment statistics of the complex channel input vector

each attenuated and phase-shifted by a complex coeffigjgnt X=[X Xo - Xyl 3)
representing the fading encountered between transmit antenna )
i and receive antenng i.e., To maximize expected SNR, the designer need only determine
M the complex correlation matrix
Y, = of ( Xi + VW, l=1,2,---, L. @
; ’ I'x = E[XX"] (4)

This fading model can be derived from the effects of multiple

copies of the signal arriving at the receiver at slightly differerit When expected mutual information is the performance

times due to reflections off of objects in the transmit path [8 L ; . .
. thetric, it is straightforward to verify that optimum perfor-

under the assumption that the delay spread of these arrivals . . T .
) . . mance is achieved by a Gaussian input that is zero-mean and
is less than the symbol duration. Moreover, we consider . . TN .

; : Circularly symmetric [16]. The input distribution is likewise
Rayleigh fading, whereby the; ; are modeled as zero-mean . . .
. - s . ’ . " R tharacterized by (4) in this case.
identically distributed circularly symmetric (or “proper” [18]) :

. ) e therefore focus our attention throughout on the correla-
Gaussian random variables, and assume that all antennas_ an

. . . |0{1 matrixI'x and its properties in different scenarios. Among
the constituent elements are sufficiently spatially separated t0 er proverties. the rank dfx convevs important informas
the «; ; are all mutually independent. We usg to denote the prop ’ X y P

(common) variance of each of the, 's. Finally, in (1), V; tion: observe that a system can be viewed as implementing

) : . beeimforming (to some location) whenevBg has rank 1.
at each receiver captures both receiver noise and cochanne . . .
inally, we constrain the total transmitted power according

interference, and is modeled as circularly symmetric zero-

mean white Gaussian noise of variandg, independent for  3gxploiting the small: approximationlog(1 + =) = =, we obtain at low

eachl. SNR that
For future convenience, we collect the channel parameters

for the lth receiver into ani/-dimensional complex vecta;,

ie., As a result, we can also view maximizing expected SNR as effectively
T maximizing the rate of reliable communication in coded systems in this SNR
o =oa, o -0 aml, [=1,2,---, L. (2) regime.

ppropriate for the available side information.

E[log(1 4 SNR))] = E[SNR/].
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to Zf‘il E[|X;]?] < &, which is conveniently expressed in Substituting (4) into the numerator of (9) and interchanging

terms ofI'x as the order of expectations to obtain
tr(lx) < &,. 5) E[XHT4sX
0

[ll. POINT-TO-POINT TRANSMISSION _ _ _ _
WITH PARTIAL SIDE INFORMATION in terms of the posterior channel correlation matriy s, we

. . see that the optimum input correlation matrix is the one that
For an M-element transmit antenna and single-element . . : ) .
. . : . “maximizes a quadratic form. As is well known, the maximum
receive antennal(= 1), we consider two different and fairly

general models for the partial side informatiGhabout the occurs whenX = .Xe¢, wheree is the (normalized) principal

. . . eigenvector associated with the principal (largest) eigenvalue
channel available to the transmitter. Collectively, these two ?f I'ys, and whereX has second momer[| X|2] = £..

models capture the salient features of practical systems tﬁ K lati tXe — 65 €. theref ttai
employ side information obtained via feedback or other mea ‘ge rank-one correlation matrixy = cc &, therefore atains

In one case, this side information takes the form of a rando ¢ maximum achieyable perfor'mano!f[SNR] = A& /No. :
Equivalently, the optimum SNR is achieved by beamforming

in a direction determined by the eigenstructure of the posterior
S=[S1 Sy --- Syl (6) channel correlation matrix.

It is worth stressing that beamforming is not always nec-
where eachS,,, represents a noisy measurement or estima¢gsary, however. When the largest eigenvalue is not unique,
of the correspondingy,,,. We consider the case in whichcorrelation matrices of higher rank can also achieve the
the pairs(w,, Sin) for m = 1,2, .-+, M are independent, optimum SNR. For example, whefis independent of, i.e.,
identically distributed (i.i.d.) and each jointly circularly symiwhensS provides no information about the channel parameters,
metric Gaussian. Withr% denoting the (common) variancethen all eigenvalues equaf, and a scaled identity matrix can
of each of theS;’s, the complex correlation coefficiemt = be used forl'x.

Ela}S;]/(0a0s) then provides a complete description of the In what follows, a convenient parameter that allows schemes

vector

dependence between, and S;. that exploit side information to be evaluated and related is the
Among other properties, these conditions imply that thenhancement in expected SNR provided by the channel side
posterior mean and correlatibof « take the form information, which we denote by
Ela|S] = Ja pS (7) _expected SNR given side information (11)
75 5 T expected SNR without side information
Tois =Elaa|S] = o2(1— |p)ur + || 22 SSH (8
s [ 5] ol PP} =+l o2 ® 1) Noisy Side InformationHaving shown that expected

. . . .. SNR is optimized by beamforming, we now solve explicitly for
where Iy, denotes theM x M identity matrix. As wil the beamforming weights and the corresponding performance

be apparent from our.developme.nt, our results apply MAifhen the side information has the form (6). From (8), it is
generally to vectorss with any distribution such that (7) andstraightforward to verify that the principal eigenvalue and

(8) hold. ; .
As an alternative model for partial side information tha?lgenvector are given by

is matched to other classes of practical systems, we also o2 S

consider the case in which is an N-bit description of the A=a2(1—pI) + 1o 2 1s1?  e= G (12)
vectora obtained via some quantization process. This scenario o

arises naturally when a dedicated digital feedback channel WithThus, regardless of how distorted a representation the side

limited bandwidth exists from receiver to transmitter. WHen jcormation is of the actual channel parameters, beamforming
is large and the quantization is appropriately chosen, the tWp e |ocation implied by the noisy side information is

models are often effectively equivalent. optimum. The transmission paths combine coherently at the
S true receiver location if and only if the side information is
A. Optimization of Expected SNR perfect (p| = 1). When|p| < 1, imperfect combining takes

Since the SNR of the received signaldé’T'xa/N,, the place, as reflected in the resulting maximum expected SNR
signal design problem given side informatiéh= s can be <
expressed as one of choosing the input correlation mAtgix E[SNR = o2 [1 + |pl* (M — 1)] °
to maximize No

(13)

Ela"T'xa|S = 3] 9 As (13) reveals, the SNR enhancement facfoincreases
No ©) monotonically from one taV/ as the transmitter ranges from

having no knowledge of the channel parameters=(0) to

perfect knowledge = 1). Consistent with the discussion in

4Note that we distinguish correlation from covariance and use the formgtecuor_] HI-A, whenp =0, any correlation matrix with trace
in what follows. &, achieves the same performance.

E[SNR] =

subject to the power constraints (5).
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2) Quantized Side InformationtWe now consider the case
in which the side information consists of @&-bit description
of @ and explore how thes&’ bits should be chosen as a
function of « to optimize expected SNR. The key problem
is equivalent to that of vector quantization. The quantizer
divides the space of channel vectoss into 2V regions _ -2f
{Ri1, Rz, ---, Ry~ }, and, for each region, the transmitter se--
lects the transmission strategy that maximizes expected SNR._;|

Since the optimal strategy involves beamforming in the digv
rection@; implied by the principal component &[aa|ac =2
R;], the Lloyd algorithm [6] can be used to find a locally op-
timal set of quantization regions. In particular, given an initial

_al

partition {R;, R, ---, Ry~ }, the algorithm determines the st

corresponding antenna weigHig , - . ., 8.~ } that maximize

expected SNR. Then, given these weights, a new partition is R ‘

formed by associating each possilblevith the direction that 0 1 2 3 4 5 6

produces the largest SNR (breaking ties arbitrarily)

Fig. 1. Gap between perfect side information adadits of side information
using randomly generated initial partition regions.

R; = {o: |a"B| > |a"B;| forall j #i}.  (14)

Each iteration either increases or leaves unchanged the ex-
pected SNR; the algorithm repeats until the expected SNRv.4s
converges. oal
The power constraint at the transmitter requires the beam
directions{g,} to have equal norm. Thus the partitioning rule oss
(14) depends only on the direction of not on its norm.
Furthermore, when the components wfare i.i.d. Gaussian,
the norm ofa remains independent of its direction even aftef 025
conditioning on an event € R;. In effect, we are quantizing o
the surface of the complex unit hypersphere using the special
metricd(c, B) = |a!! 8], which we emphasize has characteris- ©15
tics very different from the more familiar Euclidean distance.
The power constraints ultimately mean that o8ly/ — 2
of the 2M real channel parameters need be quantized, e.g.>%
the relative magnitudes and phases of ddy— 1 of the A/ ; - .

.. -08 -06 -04 -02 o} 0.2 04 0.6 0.8
complex coefficients. 9 (Radians/t)

i) Example—44 = 2 transmit antenna elementsthis _ - . . .

. . Fig. 2. Quantization regions and codebooks obtained via the Lloyd algo-
algorithm can be used with any number of antenna elememgm. The jagged region boundaries are an artifact of the approximations
for the purposes of illustration we describe the associategulting from the discretization of the< sample space.
results in the casé/ = 2, for which the maximum possible
SNR enhancement factor is= M = 2. The2M — 2 = 2
relevant degrees of freedom can be expressed in terms of td'0WeVer, the performance of schemes generated from a

angles: the relative magnitude= tan='(|as|/|a1|) and the rgndomly in@tia_llized Lloyd algorithm cannot be matphed with
relative phaseéd = Las — La. simple heuristically developed quantization strategies [16].

In this scenario, typical random initial conditions lead to a A typical resulting vector quantizer faN = 6 is shown
quantization strategy with the behavior illustrated in Fig. 10 Fig- 2. The jagged region boundaries are an artifact of
As this figure reflects, the SNR gap between perfect affde numerical discretizations in the implementation of the
no side information falls exponentially in the number oflgorithm. The fact that the quantization regions are smaller
bits of side information. In particular, each additional bit of? the middle than near the edges reflects, in part, that points
side information effectively halves the gap to the maximudf the middle of thef—p space as drawn in Fig. 2 are more
possible SNR enhancement factor, ies 2 — 27, probable than those near the edges.

Interestingly, the SNR enhancement factor of= 1.5 i) Suboptimal strategies fo > 2 antenna elements:
shown in Fig. 1 for the specific cas¥ = 1 can also be Heuristic quantization strategies can often be employed ef-
obtained by either of two simple quantization strategies: tiiectively in some scenarios as an alternative to strategies
bit indicates whethefa:| > |aa| or |a1| < |a2| (i.€., the sign generated by the Lloyd algorithm. These are particularly
of |a| — |e2]), or the bit indicates the sign ofa, — Loy, appealing for largel since the computational requirements
where the relative angle ranges fromwr to w. For N > of the Lloyd algorithm increase rapidly with/.

0.3

ans/n )

2
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One is a transmitter-based selection diversity strateggre i.i.d. complex Gaussian with variangg, the mean squared
whereby N = log, M bits of side information specify which error is lower-bounded by the corresponding distortion-rate
of the M antenna elements is associated with the largdsnction, i.e.,
gain; the transmitter then uses this element exclusively. The
performance of transmitter selection diversity is determined by
the probability density of the gain of the element with highe§\t]here R
gain, which is the maximum of\/ independent Rayleigh
gains, i.e.,max{|a1|, |az2l, ---, |an|}. The resulting SNR
enhancement factor is [8]

ol > D(R) = 02271 (19)

= N/M is the number of descriptive bits per
antenna element. Holding constant, this lower bound can
be approached arbitrarily closely a¢ — .

When N is large, the quantization errar = o — 8(«)

Moy may be modeled as a zero-mean Gaussian random vector,
V= % (15) independent of, with i.i.d. components each having variance
k=1 o2, Under this assumptiond(a) has the same form as the

which is well-approximated bylog M when M is large. Side informationS considered in Section Ill-Al, where the

Hence, with this form of side information, SNR enhancemefP'relation betweer and a is
is effectively proportional to the number of bits of side

s effect o _|Blogelf _ | _ o2 i
information. oI =|——| =1-—5<1-2 . (20)
Onle os

An alternative is a transmitter-based strategy realizing
equal-gain combining, whereby —1 bits of side information Therefore, for larger, from (13) the increase in expected
specify one bit of information about each of the relative phasgdR achieved by usingy bits to describe the channel coeffi-
of the channel coefficients. In particular, the side informatiogients to minimize mean-square error is roughly
specifies the sign of the principal value of the relative angles
Lo; — day, fori = 2, -+, M. vl (1-27YM (M - 1), (21)

To compute the SNR enhancement achieved by this scheme, o .
we first note that the posterior density of eagh = £c;— £av; The factor ofM gap between perfect and zero side information

is given by, for—7 < ¢ < 7 decreases exponentially witN.
Recall from Section IlI-A2i that vector quantization for
1 _ %WJL sgnda; = sgndey; M = 2 also reduced the gap between perfect and zero
fus@ls)=4 © 7 . (16) side information exponentially withV. In particular, the
fo() = — ||, otherwise reduction was proportional t@=~. The estimate (21) for

M = 2 instead gives a reduction proportional2o™/2. This
from which we sed[|«;|?|S] = 02, Ea;ot|S] = 02v/—1/2, result is overly pessimistic for two reasons. First, minimiz-
and E[oziozﬂS] = o2 /n. Thus, the associated SNR enhancég mean-squared error rather than maximizing the absolute
ment factor follows as inner product needlessly quantizes thé absolute phases

{£La1, Laa, -+, Laps} instead of theM — 1 relative phases

N=14 M-1 + \/(M — 1?72 + (M — 2)2. (17) {das — Loy, Lag — Loy, -+, Loy — Loq }. Second, from

2 2 our previous results, there is no need to quantize the norm of
As in the case of transmitter-based selection diversity, the SR The combination of these two effects is to quantizd
enhancement is also roughly linear in the number of bits of sideal parameters instead df/ — 2. We expect the difference
information, although the number of bits required per antenbatween the performance of the empirically trained vector
element and the resulting performance are significantly largguantizer and the rate-distortion approximation to be small
3) Asymptotic Results—Largé and A: When the num- when M is large.

ber of bits N and the number of antenndg is large, we can
use rate distortion theory to heuristically relate the quantizati@ Optimization of Expected Mutual Information
results in Section Ill-A-2 to the results on correlated side

. L . L T Since the mutual information of the channelliss(1 +
information in Section IlI-A-1, thereby gaining insight on the 5 : : . e
achievable performance of the vector quantizer. a”I'xea/No), the signal design problem given side infor

. . . mation S can be expressed as one of choosing the input
Rather than directly pursuing a vector quantizer that maXxio  olation matrix” (S) to maximize
mizes expected SNR, assume instead fHabits are used to X

describe the compleX/ -vector « using a vector quantization ) a"T'x(S)a
codebook that minimizes mean squared error Eays log{ 1+ No (22)
M . .
1 subject to the power constraints (5).
2 _ B2 X L
% T Z Ellos = Bi(@)l’] (18) In general, this optimization is less tractable than that corre-
=t sponding to the SNR criterion. However, it is straightforward
where 8(«a) is the codeword used to represent to show that for the mutual information criterion—unlike for

Unlike the absolute inner product metrie” 8|, squared the SNR criterion—beamforming is not always optimum.
Euclidean distance is a per-letter distortion measure. Ratdn particular, as developed in [14] and [15], when the
distortion results therefore apply. Since the components ofside information provides no information about the channel
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parameters, the expected mutual information satisfies expanding the quadratic in (26) and exploiting th&at and e
ol Ty (S)ax c are identically distributed we can write the optimization in the
Eas {10g<1 + #)} < E, {10g<1 + ||a||2_5>} form as shown in (27) at the bottom of the page.
No MNo Both 7 and D in (27) can each be described via a single
parameter. We can use the parameterization

with equality holding if and only i’ x (S) = Iy, & /M. Since SHpr . —n a2
this matrix obviously has full rank, beamforming cannot be o U= [\/B”a” 1 _ﬁ”a”} (28)

used to achieve channel capacity. indterms of a scalaB € [0, 1] because all the numerator terms

: There are scenarios, however, in which Capac'ty. 'S aCh'e.Vﬁ (27) have distributions that are independent of the phases
via beamforming. For example, when the side informatio the components o0&’ /. The parametep3 describes the

p;?\;gi?e:ze iirﬁgsglrgierhggrwzredrfetgt :Qg\\,’vv'etﬂgf t(;]fecrr'naurlﬂg[incipal eigenvector of x; the largers, the more closely this
'Fl)wformat'on ,sat'sf'es 9 igenvector is to being aligned with the beamforming direction
! : ISt associated with the side information. Likewise, we can write

Ea75[10g<1+0ﬁrj’v‘¢ﬂ < E, [10g<1+||a||2;—2>} A0 }

0 0 1-2A (29)
(24)

D=¢&, [
with equality holding if and only iT'x(S) = aa’€. /|lal] in terms of a single parameFe‘r € [o, 1.]. Th_e paramete?\
quallty 9 Y L x (o) = ax"&s/llall”,  describes how much power is transmitted in the direction of

i.e., if and only if the transmission paths combine coherentjyq principal eigenvector; the closéris to one, the better

at the receiver. beamforming approximates the optimum solution. Moreover,
Novel coding schemes that generate vector-valued chanpel , _ corresponds to an exact beamforming solution.

symbols, such as those developed in [24], are needed torpq optimization problem (27) now reduces to
achieve the performance gains afforded by input correlation

matrices of rank greater than one. As shown in [15], the max . o)

cost of using a rank 1 correlation matrix when a larger rank 0=A, =t

is optimal can be as high as 0.833 bits per channel use. . [1Og<1+ & {[)\/3+(1 — (1= A)]le)?
However, results in Section IlI-B1 confirm the conjecture in No

[15] that this gap decreases to zero as the quality of the side + Mer ]2+ (1= Nlez|? +2v/BA|é|| Refe
information increases, so that SNR-based design and mutual

information-based design become equivalent. +2v/1 =81 = A)la] Re{c?]’})} (30)

It is difficult to develop fully general necessary and suffi-
cient conditions for when beamforming is a capacity-achievinghere R¢-} and Imy{-} denote the real and imaginary parts,
strategy. We develop partial answers again in the cases of eegpectively, of their arguments.
two models for side information. Note that the optimum parameters are generally not unique:
1) Noisy Side Information:One approach to analyzing theif Ao, 3, achieve (30), so da— X,, 1— /.. Hence, it suffices
scenario in which the side information takes the form db restrict our attention to the rangg2 < A, 5 < 1.
the vector (6) involves exploiting the diagonalizatiby = In general, the optimization (30) can be performed numeri-
UDUM, whereU is unitary andD is diagonal, and expressingcally, and simulations of this type confirm that the maximum is
«a in innovations form, i.e.a = & + ¢, wherea = Spo,/os achieved wherd = 1, as intuition suggests. Assuminy= 1
and where is optimum more generally, we can derive a sufficient condi-
- tion on the side information quality metrjp| for beamforming
e=[a e - enl (25) 10 be optimal.
We begin by introducing some simplifying notation. Let
= ||@||*> and v = &,/No. With 3 = 1, the maximum
expected mutual information is

is independent o and has i.i.d. Gaussian components eac}g
with variances? = o2 (1 —|p|?). This allows the optimization
to be expressed in the form

No ' -

max Eqa [log <1 +
U, D:tr(D)<E,

(26) Where A = w(Rele} + VR)* + vim{e}® and B =
v(Refea}? + Im{ex }2).
In the remainder of this section we use this formulation to The following general result, proved in the Appendix,
develop a condition under which beamforming is optimal fazharacterizes the behavior of (31) using easily computed
a transmitter antenna array wii = 2 elements. FoA/ = 2, second moment properties af and B.

(27)

max Eqa

U, D:tr(D)<E, Ny

< &M UDUH & + " De + " UDe + e”DU”d)]
log| 1+
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08 . . . . . . . . . (35), though not tight, has the same characteristic shape as the
numerical results.

2) Quantized Side InformationThe approach used in
o o Section 11I-A2 to design anN-bit vector quantizer to
maximize expected SNR can also be used to maximize
expected mutual information. A difficulty with this approach is
that there appears to be no simple expression for the correlation
matrix I'x (of rank greater than 1 in general) that maximizes
Beamforming not optimal expected mutual information as a function of the region shape
R;. A numerical search fof'x makes the Lloyd algorithm
computationally burdensome. Some suggestive results about
the behavior of the Lloyd algorithm can, however, be obtained
for the special case af/ = 2 antennas andv = 1 bits.
_ The correlation matrix can be parameterized as

0.7

0.8

05

0.4

Ipl

0.3
0.2

01

L e A VAL = Ayre=d £ @6

3 4 é 6 7 8 9 10 FX = é
E[ llol?] E¢/N, ML = Nre? (1-X)

Fig. 3. Regions where a rank 1 (beamforming) or rank 2 (not beamforminghere 0 < A, » < 1, and -7 < § < =x. Two natural

input correlation matrix maximize expected mutual information, as a functio T o . " - . .

of the SNR#7 = E|ja[2€./No and the side information quality]. [9055|b|l|t|e§ for the side mformaqu are [) QeS|gnat|ng the
antenna with the larger gain and ii) specifying whether the
relative phase is betweenn and zero or between zero and

Lemma 1:Let A and B be ind_ependent nonneggti_ve ranz |n the remainder of this section, we show that rank 1
dom variables with nonzero variance. Then a sufficient coggrelation matrices are optimal in both cases.

dition for the maximum in (31) to be achieved at= 1 ExpandingaT xa yields maximum expected mutual in-
is formation
E[A
AL iy (32) &
14+ 24 max E{log(l—i—a Pxa — )}
E[A4] Lx: (T x)<Es No
In other words, if the mean ofl is greater than the mean = max FEus [log(l + {)\|a1|2 + (1 — N)|ag?

of B (i.e., if R > 0) and if the variance ofd is not too 0=A,r=li6
large, a rank 1 correlation matrix maximizes expected mutual Es
: oy o o ! 2 VAL = A G 37
information. To convert this into a condition dp| is a matter +2aulaslr VX ) cos( )} No 37)

of some algebra.

The random variablel is a norlcentrak2 distribution with where® = éal _éa2+é_ If S is chosen to Specify the |arger
two degrees of freedom. Its mean and variance [10] are  gain antennag is uniformly distributed betweer-r and =
E[A] = v(R + 02) 0% = 1262 (o2 + 2R). (33) and is in_dependen_t dv|, _|a2|. By Jensen’s inquality, the
expectation oveP in (37) is maximized by choosing = 0.
Similarly, the expected value dB is The problem thus reduces to

E[B] = vo?. (34)

£
ax Efn i aantslogl 14 I aq]? + (1 = N]ao]?t == ).
Substituting (33) and (34) into (32), defining = 202y = oaz1 Uk lelS Og( (Mo + (1= Ve }N0>

E[||e||?]€5/No, and using botiR = 2(02 —02) and1—|p|? = (38)
o2 /02 yields the following sufficient condition for ensuring
that the maximum eXpeCted mutual information occurs ﬁtS Speciﬁes|a1| > |062|, the expected mutual information is
A=1L monotonically increasing with and is thus maximized when
a6 1 (5 4 /5 2 _ -~ all energy is radiated from the first antenna. Fer| < |as|,
SRl + G+ Dlpl" + (=7 + Dl =72 0. (39) the maximizing\ is zero, and all energy is radiated from the
For 7 > 0, this cubic polynomial injp|? is positive between second antenna. This solution, which is equivalent to selection
one and its greatest root less than one, which we denote diversity, is thus a stationary point of the Lloyd algorithm.
192 If, instead, S is used to provide one bit of information
The solid line in Fig. 3 indicate$y| as a function of>. about the relative phaséx; — £ar2, 8 can be chosen to keep
When|p| is above this line, beamforming maximizes expecte® between—=/2 and 7 /2, so that the cosine term in (37)
mutual information. For comparison, the dashed line indicates always positive. Therefore, to maximize expected mutual
the result of a numerical search for the critical valuegf information,r should be as large as possible= 1. Assume
below which a rank 2 correlation matrikx yields greater without loss of generality that[|«;|?] = 1. Averaging (37)
expected mutual information than a rank 1 matrix. The bourmera; = |«;| andas = |az|, which are Rayleigh distributed,



1430 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 16, NO. 8, OCTOBER 1998

yields In the sequel, it is convenient to describe the set of received
N N signals in vector form
e, E@|SL2=OL1=010g<1+{Aa%—i—(l—)\)a% Y=N Y - V[T =AX+V (41)
+ 2a1a2/A(1 = X) COS(@)};—Z) where
- dayase™ e day day. (39) V=MW Vo --- V¥ (42)

The maximum is found by setting the derivative of (39) wittS the chgnnel noise vector whose components are i.i.d., and
respect to\ equal to zero as shown in (40) at the bottom ovhere A is the L x M matrix of channel parameters

the page. By symmetry, (40) is satisfied)at % Evaluating I

the second derivative confirms that this is indeed a maximum. A=lo a2 - a] (43)

The resulting correlation matrix is again rank 1.

Thus, forM = 2 andN = 1, the same patrtitioning schemeéNith.al as given in (2). Th?’l vectors for different rec;ejvers
and rank 1 correlation matrices yield local maxima of thgrehmdependent. We res_trlct 3“ thﬁj]’hchannel coszlctlentTI
Lloyd algorithm for both expected mutual information andC have a common variance,, which corresponds to a

expected SNR. However, as we would expect from the resurlﬁsie've.rs b(temg at similar |d|stance§ from the t_rl;alnsrguttter;
in Section 1lI-B1, for other cases rank 2 correlation matrice%x ensions 1o moré general Scenarios are possible but are
eyond the scope of the present paper.

may be optimal.

A. Broadcast Performance Frontier: Transmitter
V. BROADCAST TRANSMISSION Operating Characteristic

WITH PERFECT SIDE INFORMATION When there are multiple receivers corresponding to dis-

The problem of point-to-point transmission with partial sidénct users, the transmitter has conflicting objectives, since
information is closely related to the problem of broadcastaximizing one receiver's SNR is typically at the expense
transmission, as we now develop. We explore the problem af the SNR’s of the remaining receivers. Nevertheless, as
transmitting a single message foreceivers simultaneously we now develop, there is a convenient way to describe the
using anM-element transmit antenna array given completeadeoffs available to the transmitter and to assess whether
channel knowledge at the transmitter. Moreover, we focus time transmitter is operating efficiently. In particular, when the
expected SNR as a performance metric for the purposestiansmitter input correlation matriXx is selected, there is an
illustration, though we remark in advance that, as in earliassociated poifiSNR;, SNR;, -- -, SNRy) in L-dimensional
parts of the paper, the ideas extend naturally to the mutd8INR-space” that describes the associated SNR’s experienced
information metric, though the analysis is less tractable. at the receivers in the system. Moreover, given the transmitter

For point-to-point transmission, we established the optimglewer constraint, there is a well-defined surface that defines
ity of beamforming given side information for optimizingthe boundary of those points that are attainable in SNR-
received SNR. In broadcast scenarios, it is generally nepace. We refer to this frontier of achievable points as the
possible to simultaneously beamform to multiple receivers, Smansmitter operating characteristic’ (TOC) for the realized
not every receiver can experience performance equivalentcttannel and power constraint. As will become apparent, a
that of point-to-point systems. Phrased differently, the needttensmitter operates efficiently if and only if it results in an
share a message with multiple receivers in general redu@&$R vector lying on the TOC.
the average received SNR, where the average is over allfo develop and illustrate these ideas further, we restrict our
receivers. Neverthless, as we will see, beamforming in attention to the case of two receiveks= 2. Then the TOC
appropriately chosen direction that depends on the collectigedefined as the set of poin{SNR;, SNR;) for which SNR
channel parameters can significantly enhance the performarscenaximized subject to a constraint of the form SNR 7,
of a broadcast system relative to one whose transmitter ignofes various prescribed thresholds
the channel information. It is straightforward to verify that the curve in SNR-space

In this section we explore the design of such systenfiermed by this set of points has some equivalent characteri-
and examine the manner in which achievable performanzations that emphasize its universality. As one example, the
degrades as the number of receivers increases (and theesme curve is obtained by maximizing SNBubject to an
fore knowledge of the channel parameters at the transmittaralogous constraint on SNRAs another example, the same
becomes less useful). curve is obtained as the locus of points obtained when the input

2 2
2 2 aji ,—ay

Es _
o poo (af — a3) N, iaze e
/ / 4 u dal dag =0 (40)

Es
2=0 Jar=0 1 | {Aag (1= Nal + 2a1a2/ N1 - N) cos(@)} =
0




NARULA et al: SIDE INFORMATION IN MULTIPLE-ANTENNA DATA TRANSMISSION 1431

correlation is chosen so as to maximize the weighted sum of - T T T T T
the constituent SNR’s, i.e., an objective function of the form

w1 SNR; + wo SNRy (44) 1.2 ]

with various nonnegative weights; andws, again subject to
the system power constraint. 1+ 8

These various characterizations are collectively useful both
in developing key properties of this curve, as well as in its nu-
merical evaluation. For example, the former characterizatioEso'B'

imply that the two pairs e
e
2 &s |0’{j{0‘2|2 Es nosr |
leall* > =5 v
No™ |lea|* No
|a{{a2|2 85 285) 0.4}
BL2 2 ae|P= 45
(et 3y Il 5, “9)

and second receivers, respectively, must lie on the TOC. This
follows from the fact that one of the receivers experiences the
maximum possible SNR in each case, i.e., all achievable SNR ©; 02 04 08 08 p 12
pairs must lie somewhere within the rectangle SNR; < SNF{1 /M
||a1||285/N0, 0 S SNR2 S ||a2||285/N0.

The weighted SNR characterization can be used to establfih 4 A typical transmitter operating characteristic (TOC) for a ten-element
that all int the TOC hi d by b f . transmitter antenna array broadcasting to two receiversogitl /No = 1.

at all points on . e are_ achieve y. eamriorming\r pairs are achievable if and only if they lie on or inside the TOC. The
toward some location. To see this, note that via an approaginbols " denote solutions corresponding to beamforming to one of the two

analogous to that used in Section IlI-A. the optimuﬂn js receivers; the symbol<y” denotes the point of maximum worst-case SNR
’ among receivers; the symbdl* denotes the point of maximum average of

that maximizing the two received SNR’s.
E[XH" AW AX)
No (46) While the solution that optimizes the worst-case SNR is
) . ] often of most interest in practice, its performance is gen-
subject to the power constraint (5), whété = diagw:, w2).  erally difficult to analyze. In contrast, optimizing average
Thus, the weighted sum of SNR’s is maximized by beansnR s highly tractable, but can lead to solutions in which
forming, where the appropriate antenna weight vector is th@formance among receivers is uneven, with some receivers
principal eigenvectok of AHWA- o experiencing excellent SNR at the expense of others. However,
The TOC curve for a particular channel realization anghis solution does provide an upper bound on achievable
power constraint is depicted in Fig. 4. The two circles * ayerage per-receiver performance and can be interpreted as
correspond to the points (45), and the two dashed line segmefis(imizing worst-case time-averaged SNR among receivers
that connect them to the axes are also achieved by the sagian the receivers are in motion. If such moving receivers
respective beamforming solutions. As we would expect, thdergo ergodic variations in the channel parameters when
TOC must be convex: points on a line segment connecting aglych a strategy is used, then each of fheeceivers will
two points on the TOC can be achieved by a timesharing strgknieve an equal share of the maximum total time-averaged
egy, which cannot be better than the optimum beamformiRgNR across all receivers. Additionally, in a scenario where
strategy. _ _ _ the multiple receive antennas correspond to a single receiver
The operating points corresponding to other performange yhich maximal ratio combining [8] is used, this solution

criteria of interest can also be developed from the TOGgads to maximum received SNR. In the sequel, we therefore
For example, it is often desirable to maximize tmnimum focus on the maximization of average SNR.

performance among receivers—thereby ensuring that both

receivers achieve a sufficient quality of service—which ig optimizing Average SNR Per Receiver
achieved by operating at the intersection of the TOC with the
line SNR. = SNRy; in Fig. 4 this point is indicated via the

symbol “v.” In scenarios where the line does not intersect t int prgblem, it is convenient to defirle an SNR enhanceme.nt
curve, we operate at the nearest of the points (45). In ot 8 tor ¢ in the broadcast problem. This enhancement factor is

cases, maximizing thaverage(or, equivalently, total) SNR the addltlo_nal_ average SNR per receiver _obtalned by_ tailoring
&e transmission strategy to the finite receiver population rather

over all receivers is more appropriate. This is achieved i ! i : i qi ina th
operating at the point where the TOC has slegk in Fig. 4 than assuming an infinite receiver population and ignoring the

this point is indicated via the symbol3,” and corresponds to available side mformatpn . . .
weights in (44) satisfyingr; = w. For both of these criteria, _ average SNR with finite receiver populatl‘on
there are natural extensions fér> 2. average SNR for infinite receiver population

|
|
which correspond to beamforming directly to each of the first 2} : §
|
|
|
|

Analogous to the corresponding quantity in the point-to-

(47)
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1 2 3 4 5 6 7 8 9 10 4} 0.5 1 1.5 25 3 35 4

2
Number of Receivers L M/L

Fig. 5. Expected average SNR enhancement per receiever average Fig. 6. Expected average SNR enhancement per receivéor various

SNR per receiver for an infinite receiver population) for af-element values of M /L. The solid line shows the deterministi¢ & ~) asymptotic

transmitter antenna array broadcastingltaeceivers. values for a transmitter antenna array witi elements broadcasting to
L — oo receivers with the ratid//L held fixed. The dashed curves denote
representative points corresponding to finittand L for L = 4 (“C") and

The expected receiver-average SNR enhancementisE[¢]. L = 8 (V)

As we will see,~ ranges from one ta\/ as the number of

receiversL decreases fromo to one. AH A that is Wishart distributed. Thus, the SNR enhancement
From Section IV-A, we see that we can maximize averages completely specified by the largest eigenvalue of a Wishart

SNR per receiver by beamforming in the direction correspondistributed matrix.

ing to the principal eigenvalue df, = A% A€, /LNy, and WhenM andL approach infinity in such a way that the ratio

that the corresponding achieved average SNR per receivetMg L of transmitter antenna elements per receiver approaches

given by the largest eigenvaluk of I'4 (or, equivalently, a positive constant, then the largest eigenvalud gf (and

AAHRE JLNy). Since A is a random matrix, the achievablenence average SNR per receiver) can be shown to converge

average SNR is a random variable. almost surely to [2], [4], [21]
As L — oo, we have, via the strong law of large numbers 2
.1 £ 5\ a.s. <1 + M) 0285 (49)
Da= 2 2 AMA2S 22 52 4 UTVT ) N
A NO i3 a— NO Ond M ( 8) 0
independent of the realized channel parameters. Hence, 39f thus
the infinite receiver population beamforming in any direction s, M 2
maximizes average SNR per receiver, and this optimality is i+ |- (50)

achieved without the transmitter having access to the channel
parameters. Moreover, from (48) we see immediately thatThis asymptotic SNR enhancement behavior is shown by
the resulting average SNR per receiver in this case, i.e., the solid curve in Fig. 6, from which we see that the SNR
denominator of (47), i,02 /Ny, again independent of thegrowth is effectively linear in the antenna/receiver ratig/ L
realized channel. for even modest ratios. Moreover, when the number of antenna

For modest numbers of transmitter antenna elements aldments\/ is significantly larger than the number of receivers
receivers, the expected value of the numerator of (47) canthere is a gain of approximately 3 dB in SNR for every
be determined from Monte Carlo simulations, from which thdoubling of A/. We stress that the limit in (49) is no longer
expected SNR enhancementfollows. This enhancement is random: it does not depend on the realized channel parameters,
depicted as a function of the number of target receivers s { = ~.
Fig. 5 for several transmitter array sizég¢. As we would It is also worth emphasizing that a ratio éf/L = 0
expect, each of the SNR curves in Fig. 5 asymptoticallorresponds to a scenario in whidld grows much more
approaches an SNR enhancement of unity as the numblwly thanL, i.e., M = o(L). A special case corresponds to
of receivers increases. However, as the figure reflects, thsing a fixed number of transmit antenna elemewtsvhile
convergence is very slow; even in &n= 10 receiver scenario, allowing the number of receivers to increase to infinity.
each additional antenna element provides a significant SKI®nsistent with our earlier analysis, this ratio leads to a
enhancement. deterministic SNR enhancement of unity.

To develop the SNR enhancement characteristics furtherAlso shown in Fig. 6 is the expected SNR enhancement for
we exploit that the matrixd A7 then has a complex Wishartrepresentative scenarios involving antennas with finitely many
distribution [13] whenM < L; whenM > L, it is the matrix elements and finite receiver populations (using Monte Carlo
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simulations). As the plot reflects, the asymptotic behavior (49) - :
is approximated reasonably closely for even moderate vaIue§9
of M and L. Indeed, as Figs. 5 and 6 reflect, for a ratio of ~
one transmitter antenna element per receivelr/[ = 1), 08}
for example, expected SNR enhancemenincreases from
one to approximately three @ = L increases from one to
eight, achieving about 75% of the asymptotic performance ofost
four shown in Fig. 6. Fig. 6 also demonstrates that the ratgs
at which SNR grows with the number of antenna elements”
is closely approximated by the asymptotic results even foro.a
moderate values of\/ and L; for example, withL = 8
receivers, the additional SNR enhancement added by each’|
of the eighth and ninth antennas is approximately 90% ofoz|

the value suggested by the asymptotic curve at a ratio 01:) Al |
M/L = 1. '

L L L L 1 L

For finite values ofd/ and L, the SNR enhancemerit o - S — = T R .
is a random variable whose value depends on the realized SNR enhancement per receiver {
channel. If more accurate performance statistics are desi{:ed o .

. . . L. . |8. 7. Cumulative distribution for average SNR enhancement per recgiver
than the asymptotic _a_ssurnp'qon_s can provide, _'t is possibleiPiransmit antenna array with/ = 2 elements broadcasting o receivers,
calculate the probability distribution of the possible values thvéhere L = 1, 2, 4, 8, and cc.

SNR may take on. In particular, the joint distribution of all

the eigenvalues; of the normalized Wishart matrid” 4/0%  |ess random and we approach the deterministic asymptotic

is [2] behavior. Other useful statistics concerning average SNR per
f (b1, fa, -+, 01) receiver for specifich/ and L such as the expectation and
CroGzrn QL Dy 220 M’ L variance can be readily computed from probability densities

M _
exp l_z &1] Hgih—/w H(& ;)2 as shown in (52).
=1 =1

_ = i< (51) C. Individual Receiver Performance

M
HF(L —i+1)I'(M —i+1) While the average SNR per receiver performance metric
i=1 is a useful characterization of overall system performance,
it does not reflect the SNR behavior experienced by any
- individual receiver in the system. In this section, we show that
I'(z) = / =1t gt from an individual receiver's perspective, taking into account
0 the channel parameters and beamforming as dictated by the

denotes the usual Gamma function. Following Edelman [#Y€rage SNR criterion is preferable to ignoring the channel
the density of the largest eigenvalue (the SNR enhancemBafameters—effectively assuming an infinite receiver popula-
¢) can be computed by integrating over all but one of ¢he tion—even when the number of receivers is reasonably large.
and dividing by (M — 1)! to remove the arbitrary ordering To determine the performance of an individual receiver, we
of the eigenvalues. Wheid = 2, the resulting probability €XPloit the singular value decomposition

density for the SNR enhancemefits shown in (52) (found A=UxQ" (54)

at the bottom of the page) where

where

. and lete denote the first column of}, corresponding to the
V(2 a) = / Fle=t gt (53) largest singular value. The SNR of the first receiver, which we
’ 0 consider without loss of generality, is then

is the incomplete Gamma function. From these probability SNR, = Clus 1|02 & (55)
functions, it is possible to numerically calculate detailed ’ * Ng

statistics over the ensemble of possible channels. For exafierew, ; is the upper left entry in the matri&, and where,
ple, Fig. 7 depicts the corresponding cumulative distributiQqRhen A7 = 2 for example,C is as given by (52). Sinc# is

function—the probability that average SNR per receiver fallg random circular unitary matrix [23], the probability density
below a particular threshold—fal/ = 2 antenna elements ¢ lug 1|2 is (see, e.g., [15])

for various numbers of receivers. As we would expect, s
the curves become less dispersed as the number of receiversy, () = {(L “DA=wTTE 0<p <l g
increases, i.e., the average performance per receiver becomes = 0 otherwise.

7

e — LT e (2 4 (L — 1)(L — 20)v(L — 1, £)]
Jel®) = (L - 1)I(L —2)! (2)
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M. Also, for largeM and largeV, the gap between perfect and
zero side information decreases exponentially in the number
of bits of side informationV. Though a general analysis for
other values of\/ is considerably more cumbersome, a scheme
using log, M bits of side information provides an increase
in an expected SNR logarithmic if¥, and a scheme using
M — 1 bits of side information produces an expected SNR
improvement linear ini/.

For sufficiently high quality side information, beamforming
also maximizes mutual information. However, beamforming is
not always optimal. For example, if the correlation between the
side information and the true channel parameter is below 0.5,
beamforming is suboptimal for channel SNR|{|?£;/No)
greater than two. In such cases, more complex coding schemes
may be used to achieve additional performance gains.

e e For the broadcast scenario, we considered the conflicting
SNR enhancement objectives inherent in transmitting to several receivers and
Fig. 8. Cumulative distribution for any particular receiver's SNR enhancé-mroduced the “transmitter operating characteristic” as a useful
ment (over average SNR per receiver for an infinite receiver population) wht@ol in evaluating actual broadcasting schemes with respect
using a transmitter antenna array witti = 2 elements to broadcast © g sych objectives. From this characteristic, the frontier of
recelvers, wherd. = 1, 2, 4, 8, andoo. operating points corresponding to SNR-based optimization
o ) ~ criteria is easily identified.
The distribution for SNR can be readily computed since e developed schemes for transmission to finite receiver
random variableg and |uy,1[* in (55) are independent—the b,y lations and evaluated them relative to the performance of
principal eigenvector ofd* A has no preferred direction. Inyansmission schemes that assume an infinite receiver popula-
the limiting case ofl, — oo and M finite, it is straightforward oy and therefore ignore the channel parameters that constitute
to verify that SNR has the same exponential distribution agjge information. In particular, we examined schemes that
if side information had been ignored when transmitting to &ptimize average received SNR per receiver and used an
arbitrary number of receivers. _ ~ expected SNR enhancement factpras a measure of the

The resulting cumulative distribution function ofapartlculafmprovemem in system performance obtained by explicitly
receiver's SNR forM = 2 and several values df is shown (54ing into account the finite receiver population over the
in Fig. 8. As this figure reflects, outage probability—i.e., thegrresponding system designed for an infinite receiver pop-
pro_bablhty that a r_ecelver’s SNR dro_ps belqw SOMe Prefation. As we saw, the expected SNR enhancememtas
scrlbed_ threshold—mcrease; mon.oto.nllcally with the,n“mbﬁbnificant even for relatively large receiver populatiobs
of receivers, and that there is a significant outage differenggeific degrees of SNR enhancement obtainable in systems
between even an eight-receiver population and the infinil¢ oractical size could be efficiently predicted from asymptotic

population case. Thus, in terms of both average and worst-Casgits we derived, which demonstrated approximately linear
performance, transmission strategies that take into account fguth in SNR with the number of antenna elements.

channel parameters according to the average per-receiver SNRjn41y while SNR enhancement per receiver is a measure
criterion perform uniformly better than those that do not. ¢ oy erall system performance, we showed that the schemes
we developed for finite receiver populations are also sig-
V. CONCLUSIONS nificantly better than the corresponding systems for infinite
We have quantified the limits on system performance ogceiver populations from an individual receiver's perspective.
a transmitter array that uses either partial side informatidn particular, we showed that outage probabilities increase
to transmit to a single user or perfect side information teniformly with the sizeL of the receiver population, so that
broadcast to a set of users. explicitly taking into account side information in the form of
For the point-to-point scenario with side information, beanchannel parameters also enhances both the average and worst-
forming in a direction determined by the eigenstructure of timse performance experienced by individual users. Systems
posterior channel correlation matrix maximizes expected SNRith transmission strategies more closely related to minimizing
If the side information has the form of random variablgs individual receivers’ outage probabilities than those explored
representing noisy estimates of channel coefficientsthe in this paper will result in an even greater gain in worst-
improvementy in expected SNR over a system without sidease performance and are an area of current research; for
information increases t®/ quadratically in the correlation co- preliminary results, see, e.g., [12].
efficient |p|. Given N bits of side information, the transmitter Many interesting and important problems remain. As one
can follow a vector-quantization-based approach to determieeample, in scenarios where the antennas are too closely
a locally optimal transmission strategy. For the cas#fof 2 spaced or where the RF environment has few scatterers, then
antennas, each additional bit of side information effectivelhe amplitudes of the components@tan become correlated;
halves the gap to the maximum possible SNR enhancementeé, e.g., [1]. In this case, however, an uncorrelated model for
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the phases may still apply. We have not analyzed a randomized
phase model in detail, but we anticipate qualitatively similar

results to those that hold under a Rayleigh model. Morél]
complex models of correlation between array elements remain
an area for future study. 2l

[3]
APPENDIX

PROOF OF LEMMA 1
[4]

(5]

Define J as the expected mutual information

J = Eflog(1+ A+ (1 - \)B)]. (57)

(6]

We first show that/ is strictly concave in\ by establishing 71

that the second derivative is strictly negative
(8]

(9]
[20]

2]
dx
<0.

—(A- By
1+ A+ (1-NB)?

(58)
(59)
The inequality is strict becausd and B are independent [11]

random variables with nonzero variance. Consequently, the
maximum ofJ occurs at\ = 1 if the first derivatived.J/dA >

[12]
0 at A = 1. Evaluating the first derivative at = 1 we find
dJ A-B (13]
il —F 60
dA |21 [1"‘14} (60) [14]
1+ B
_Ep.ﬂj} 6
1
=1— — [16]
1 E[1+B]E[1+A} (62)
Thus, the maximum occurs at= 1 if and only if (7]
(18]
1
E[1+ B|E [—} <1. (63)
1+ 4 [19]

We can upper boun&[1/(1 + A)] using methods suggested
in [22, Lemma 1]. Because the third derivative Iof(1 + A)

is negative, the maximum aE[1/(1 + A)] over all random
variables A with A > 0, mean E[A], and second moment
E[A?] is achieved by a two mass point distribution 21

[20]

[22]
AR
~ BlA7
AT (e gy 69
B[] CTE@A] 4]
Therefore
L] e 1 (BLA] 25}
EL+ASIWM1 e (- ET) 9 g
TEA
_ E[A] + E[4%] — (E[4])? [27]
T B+ B (60)
[28]

Using this upper bound in (63) yields the sufficient condition
of the lemma.
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