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Abstract

A variety of digital watermarking applications have
emerged recently that require the design of systems for
embedding one signal (the “embedded signal” or “water-
mark”) within another signal (the “host signal”). We de-
velop a framework for analyzing achievable performance
trade-offs of these systems among robustness, distortion,
and embedding rate. We also describe a recently intro-
duced class of embedding methods, quantization index mod-
ulation (QIM), in which an ensemble of quantizers is con-
structed and information is embedded by quantizing the
host signal with a quantizer associated with the watermark.
We introduce an implementation of such a method called
spread-transform dither modulation where the embedded
information modulates the dither signal of a dithered quan-
tizer, which quantizes projections of the host signal onto a
spreading vector. We show that QIM systems have consid-
erable performance advantages over previously proposed
spread-spectrum and low-bit modulation systems.

1. Introduction

A variety of related applications have emerged recently
[8] that require the design of systems for embedding one
signal, sometimes called an “embedded signal” or “wa-
termark”, within another signal, called a “host signal”.
These applications include copyright notification and en-
forcement, authentication, and transmission of auxiliary in-
formation. In each of the proposed applications, the em-
bedding must be done such that the embedded signal causes
no serious degradation to its host. At the same time, the
host always carries the embedded signal, which can only be
removed by causing significant damage to the host.
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Various information-embedding algorithms have been
proposed [8] in this still emerging field. Some of the ear-
liest proposed systems [1] employ a quantize-and-replace
strategy: after first quantizing the host signal, these systems
change the quantization value to embed information. A sim-
ple example of such a system is so-called low-bit(s) modu-
lation (LBM), where the least significant bit(s) in the quan-
tization of the host signal are replaced by a binary represen-
tation of the embedded signal. Recently, spread-spectrum
based systems, which embed information by adding to the
host signal a small pseudo-noise signal that is modulated by
the embedded signal, have received considerable attention
in the literature. (See the references in [8], for example.)
However, as we demonstrate in this paper, spread-spectrum
based systems offer relatively little robustness when the host
signal is not known at the decoder. Intuitively, when the
host signal is not known at the decoder, as is typical in many
applications of interest, it is a source of interference. With
a spread-spectrum system, the host signal is an additive in-
terference that is often much larger, due to distortion con-
straints, than the pseudo-noise signal carrying the embed-
ded information.

In this paper we introduce a framework for charac-
terizing the inherent trade-offs among embedding rate,
embedding-induced degradation, and robustness of infor-
mation embedding methods and describe a recently intro-
duced family of techniques called “quantization index mod-
ulation” (QIM) [3] that perform these trade-offs efficiently.
We also explore a new, convenient realization of QIM,
“spread-transform dither modulation”, which offers signifi-
cant advantages over previously proposed spread-spectrum
and LBM techniques.

2. Problem model

Many information-embedding applications can be de-
scribed by Fig. 1. We have some host signal vectorx 2 <

N

in which we wish to embed some informationm. This host

c
1999 IEEE. 13



[FromProc. of ICMCS-99.]

m

y
s(x,m)x

s
DEC m

∧

n ≡ y−s

Channel

Figure 1. General information-embedding
problem model. A message m is embedded
in x using some embedding function s(x;m).
The channel corrupts s. The decoder extracts
an estimate m̂ of m from y.

signal could be a vector of pixel values or Discrete Cosine
Transform (DCT) coefficients from an image, for example.
Alternatively, the host signal could be a vector of samples or
transform coefficients, such as Discrete Fourier Transform
(DFT) or linear prediction coding coefficients, from an au-
dio or speech signal. We wish to embed at a rate ofRm bits
per dimension (bits per host signal sample) so we can think
of m as an integer, where

m 2
�
1; 2; : : : ; 2NRm

	
: (1)

An embedding function maps the host signalx and embed-
ded informationm to a composite signals 2 <N subject to
some distortion constraint. For example, one might choose
the squared-error distortion constraint

D(s; x) =
1

N
ks� xk

2
� Dmax: (2)

The composite signals passes through a channel, where it
is subjected to various common signal processing manipula-
tions such as lossy compression, addition of random noise,
and resampling, as well as deliberate attempts to remove
the embedded information. We lety 2 <N denote the out-
put of the channel and define a perturbation vector to be the

differencen �
= y � s. The decoder forms an estimatêm

of the embedded informationm based on the channel out-
put y. We would like the estimate to be reliable as long as
the channel corruptions are not too severe. Thus, a measure
of the robustness of our system is the severity of the chan-
nel corruptions that can be tolerated such that either we can
guarantee that̂m = m or Pr[m̂ 6= m] < �. Specific chan-
nels and the corresponding measures of corruption severity
and robustness that are of interest in this paper are:

1. bounded perturbation channels: In this case, we
consider the largest�n such that we can guarantee
m̂ = m whenevern satisfies

ky� sk
2 = knk

2
� N�2n: (3)

This channel model describes a maximum distortion
constraint between the channel input and output and
may be an appropriate model for the effect of a lossy

compression algorithm, printing and scanning, and at-
tempts by an active attacker to remove the embedded
signal, for example.

2. bounded host-distortion channels: Some attackers
may work with distortion constraint between the host
signal, rather than the channel input, and the chan-
nel output since this distortion is the most direct mea-
sure of degradation to the host signal. For example,
if an attacker has partial knowledge of the host signal,
which may be in the form of a probability distribution,
so that he or she can calculate this distortion, then it
may be appropriate to bound the expected distortion
Dy = E[D(y; x)].

3. JPEG channels:The output of a JPEG channel is sim-
ply the JPEG-compressed version of the input, and the
robustness measure is the worst-case tolerable JPEG
quality factor.

4. probabilistic channels: In some contexts it is con-
venient to assume some probability distribution forn.
Although we point out in this paper how our analysis
framework can be applied to these channels, we refer
the reader to [4, 5, 2] for details.

We wish to have high rate, low distortion, and high robust-
ness, but in general these three goals tend to conflict. Thus,
the performance of an information embedding system can
be measured in terms of its achievable trade-offs among
these three parameters.

3. Quantization index modulation and dither
modulation

Before examining the achievable performance trade-offs
of several digital watermarking systems in various scenar-
ios, we describe a recently introduced [4, 5] class of embed-
ding systems called quantization index modulation (QIM)
and a convenient realization of this class called dither mod-
ulation. We also highlight some properties of these systems
that, as we shall see in later sections, lead to attractive per-
formance advantages over spread spectrum and LBM tech-
niques.

3.1. General QIM systems

We can view the embedding functions(x;m) as an en-
semble of functions ofx, indexed bym. We denote the func-
tions in this ensemble ass(x;m) to emphasize this view. In
QIM systems [3], these functions are quantizers, which is
convenient for at least two reasons. First, each individual
quantizer is designed such that one can satisfy the distortion
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Figure 2. Quantization index modulation. The
points marked with �'s and �'s belong to two
different quantizers. If m = 1, the host signal
is quantized to the nearest �. If m = 2, the
host signal is quantized to the nearest �.

constraint. Second, the reconstruction points ofeach quan-
tizer in the ensemble are “far away” in some sense from the
reconstruction points of every other quantizer so that the
system is robust to perturbations. Quantization index mod-
ulation refers to modulating an index or sequence of indices
with the embedded information and quantizing the host sig-
nal with the associated quantizer or sequence of quantizers.

Fig. 2 illustrates this QIM information-embedding tech-
nique. In this example, one bit is to be embedded so that
m 2 f1; 2g. Thus, we require two quantizers, and their
corresponding sets of reconstruction points in<N are rep-
resented in Fig. 2 with�' s and�' s. Ifm = 1, for example,
the host signal is quantized with the�-quantizer, i.e.,s is
chosen to be the� closest tox. If m = 2, x is quantized
with the �-quantizer. Here, we see that the sets of recon-
struction points of the two quantizers are “far away” from
each other in the sense that there is somenonzero distance
between every� point and every� point.

A few parameters of the ensemble conveniently char-
acterize the performance of a QIM system. The number
of quantizers in the ensemble equals the number of possi-
ble values form, and hence, determines the information-
embedding rate. The size and shape of the quantization cells
determine the embedding-induced distortion. Finally, the
minimum distancedmin between the sets of reconstruction
points of different quantizers in the ensemble determines the
robustness of the embedding, where the minimum distance
is defined as

dmin
�
= min

(i;j):i6=j
min
(xi;xj )

ks(xi; i)� s(xj ; j)k: (4)

Intuitively, the minimum distance measures the size of
perturbation vectors that can be tolerated by the system. For

example, in the case of the bounded perturbation channel,
the energy bound (3) implies that a minimum distance de-
coder is guaranteed to not make an error as long as

d2min
4N�2n

> 1: (5)

In the case of an additive white Gaussian noise channel with
a noise variance of�2n, at high signal-to-noise ratio the min-
imum distance also characterizes the error probabilityof the
minimum distance decoder [7],

Pr[m̂ 6= m] � Q

 s
d2min
4�2n

!
:

The minimum distance decoder to which we refer simply
chooses the reconstruction point closest to the received vec-
tor, i.e.,

m̂(y) = argmin
m

min
x

ky� s(x;m)k: (6)

If, which is often the case, the quantizerss(x;m) mapx to
the nearest reconstruction point, then (6) can be rewritten as

m̂(y) = argmin
m

ky � s(y;m)k: (7)

3.2. Spread-transform dither modulation

Dithered quantizers [6], are quantizer ensembles where
the quantization cells and reconstruction points of any given
quantizer in the ensemble are shifted versions of the quanti-
zation cells and reconstruction points of any other quantizer
in the ensemble. To embed information, we simply modu-
late the amount of the shift, which is called the dither vector,
by the embedded signal, i.e., each possible embedded signal
maps uniquely onto a different dither vectord(m). The host
signal is quantized with the resulting dithered quantizer to
form the composite signal. Specifically, we start with some
base quantizerq(�), and the embedding function is

s(x;m) = q(x+ d(m))� d(m):

This type of information embedding is called dither modu-
lation.

A simple example of dither modulation that will be of in-
terest in this paper is called binary spread-transform dither
modulation (STDM) with uniform, scalar quantization of
step size�. We assume that1=N � Rm � 1. One can
convert a spread-spectrum system of the forms(x;m) =
x+ a(m)u into a STDM system by replacing addition with
quantization. Specifically, STDM involves the following
steps:
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� TheNRm information bitsfb1; b2; : : : ; bNRmg repre-
senting the embedded messagem are error correction
coded using a rate-ku=kc code to obtain a coded bit
sequence

�
z1; z2; : : : ; zN=L

	
, where

L =
1

Rm
(ku=kc):

� A spreading vectoru 2 <
L is chosen along with two

sequencesd(�; 0) andd(�; 1) of N=L dither values sat-
isfying the constraint

d(i; 1) =

�
d(i; 0) + �=2; d(i; 1) < 0
d(i; 0)��=2; d(i; 1) � 0

for 1 � i � N=L. For example, one could choose
d(i; 0) pseudorandomly with a uniform distribution
over [��=2;�=2].1

� The projection of thei-th length-L subvector ofx onto
u is quantized with a dithered quantizer using dither
valued(i; zi). (In contrast, a spread spectrum system
adds some value to this projection.)

An alternative form of dither modulation is presented in [5].
If the error correction code is a binary block code with

a minimum Hamming distance ofdH , then the possible se-
quences of dither values will differ in at leastdH places,
and the reconstruction points of the corresponding dithered
quantizers are shifted by��=2 in each of these places.
Thus, the minimum distance squared, as defined by (4), is

d2min = dH

�
�

2

�2
= 
c

1

LRm

�
�

2

�2
; (8)

where
c = dH (ku=kc). If the quantization cells are suf-
ficiently small such that the source signal can be mod-
eled as uniformly distributed within each cell, the expected
squared-error distortion per dimension (2) of the uniform,
scalar quantizers is

Ds =
1

L�

Z �=2

��=2

x2 dx =
�2

12L
: (9)

This information about the minimum distance and expected
distortion can be combined to characterize the achievable
performance of coded dither modulation, as is done in the
next few sections.

1A uniform distribution for the dither sequence implies that the quanti-
zation error is statistically independentof the host signal and leads to fewer
“false contours”, both of which are generally desirable properties from a
perceptual viewpoint [6].

4. Bounded perturbation channels

In this section we characterize the achievable perfor-
mance of STDM, spread spectrum, and low-bit(s) modu-
lation against bounded perturbation attacks.

Recall, the guaranteed error-free decoding condition for
a minimum distance decoder (7) is given by (5). By sub-
stituting (8) and (9) into (5), one can precisely express the
achievable trade-offs for STDM as


c
3

4

1

NRm

Ds

�2n
> 1: (10)

(This expression also applies for other forms of dither mod-
ulation [5].) Thus, for example, at a fixed rateRm to tolerate
more perturbation energy�2n requires that we accept more
expected distortionDs. We also see that
c is the improve-
ment or gain due to the error correction code. For example,
an uncoded system has
c = 1 = 0 dB.

Thus, the nonzero minimum distance of QIM systems
offers quantifiable robustness to perturbations, even when
the host signal is not known at the decoder. In contrast,
spread-spectrum based systems offer relatively little robust-
ness to perturbations if the host signal is not known at the
decoder. These systems embed information by adding a
pseudo-noise vectorw(m) to the host signal, i.e.,s(x;m) =
x+w(m).

The minimum distance of a spread-spectrum system is
zero, which can be seen by settingxj = xi +w(i) �w(j)
during the minimization over(xi;xj) in (4).2 Thus, al-
though these systems may be effective when the host signal
is known at the decoder, in the more typical case when the
host signal is not known, they offer no guaranteed robust-
ness to perturbations, and hence, no expression analogous
to (10) exists. As alluded to in Sec. 1, in a spread-spectrum
systemx is an additive interference that is often much larger
thanw due to the distortion constraint. The quantization
that occurs with quantization index modulation, however,
provides immunity against this host signal interference.

Although LBM systems also have nonzero minimum
distance, the achievable performance trade-offs in this
case are worse than those of dither modulation (10) by
2.43 dB [5].

5. Bounded host-distortion and in-the-clear
attacks

As mentioned in Sec. 2, some attackers may exploit par-
tial knowledge of the host signal. In these cases a bounded

2It may be tempting to define the minimum distance asdss =

mini;j kw(i)�w(j)k. However, this distance determines the maximum
tolerablekx+nk. In the typical cases wherekx+nk � knk, a nonzero
dss cannot be used to guarantee robustness against bounded perturbation
attacks.
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Table 1. Attacker's distortion penalties. The
distortion penalty is the additional distortion
that an attacker must incur to successfully
remove a watermark.

Embedding Distortion Penalty
System (Dy=Ds)

Quant. Index Mod. 1 +
1

4

d2min=N

Ds

> 0 dB

Spread Trans. Dith. Mod. 1 + 
c
3=4

NRm
> 0 dB

Spread Spectrum �1 dB

LBM � 0 dB

host-distortion channel model, rather than a bounded per-
turbation channel model, may be appropriate.

In addition, these attackers may also exploit knowledge
about the embedding and decoding processes. To limit the
attackers' knowledge, some digital watermarking systems
use keys, which allow only appropriate parties to embed
and/or decode the embedded signal. However, in some sce-
narios it may be desirable to allow everyone to embed and
decode watermarks without keys. For example, in a copy-
right notification system, everyone could embed the ASCII
representation of a copyright notice such as, “Property of
...” in their copyrightable works. Such a system is analo-
gous to the system currently used to place copyright notices
in (hardcopies of) books, a system in which there is no need
for a central authority to store or maintain separate keys or
watermarks for each user. The widespread use of such a
“no-key” system in which the watermark is “in the clear”
requires only standardization of the decoder so that every-
one will agree on the decoded watermark, and hence, the
owner of the copyright.

In these scenarios, the ratio betweenDy andDs is the
distortion penalty that an in-the-clear attacker must pay to
remove the watermark and is a figure of merit measuring
the trade-off between robustness and embedding-induced
distortion at a given rate. Distortion penalties for QIM,
spread-spectrum, and LBM systems are derived below and
are shown in Table 1. We see that of the three systems con-
sidered, only QIM systems are robust enough such that the
attacker must degrade the host signal quality to remove the
watermark.

5.1. Quantization index modulation

We first consider the robustness of quantization index
modulation. We assume that all reconstruction pointss lie

at the centroids of their respective quantization cells. There-
fore, for anyy that is a distanceknk away froms,

Dy = Ds +
knk

2

N
;

which is shown formally in [5]. For a successful attack,
knk � dmin=2 so our figure of merit for a quantization in-
dex modulation system is

Dy

Ds

� 1 +
1

4

d2min=N

Ds

: (11)

Thus, for any QIM system of nonzerodmin, the attacker's
distortion penalty is always greater than 1 (0 dB), indicating
that to remove the watermark, the attacker must degrade the
host signal quality beyond the initial distortion caused by
the embedding of the watermark.

In the special case of binary STDM with uniform, scalar
quantization, Eq. (8) givesd2min and Eq. (9) gives the dis-
tortionDs. Thus, the attacker's distortion penalty (11) that
must be paid to defeat the watermark in this case is

Dy

Ds

� 1 + 
c
3=4

NRm
;

the same distortionpenalty as for other forms of dither mod-
ulation [5]. We see that the distortion penalty increases with
the power
c of the error correction code.

5.2. Spread-spectrum modulation

The embedding function of a spread-spectrum system
is s = x + w(m) so the resulting distortion isDs =
kwk

2=N > 0. An in-the-clear attacker can decode the
messagem and subtract the corresponding pseudo-noise
vectorw(m) from s, completely removing the watermark
and obtaining the original host signal in the process,y =
s�w(m) = x. Hence, the resulting distortion penalty is

Dy

Ds

=
0

Ds

= �1 dB:

5.3. Low-bit(s) modulation

The embedding function of a LBM system never alters
the most significant bits of the host signal, so one possible
attack is to simply remodulate the least significant bits of
s with some messagem0

6= m. Then, boths andy are
low-bit(s) modulated versions ofx, so their distortions must
be equal, particularly if the distortions are averaged over all
possible choices ofm andm0. Thus, the attacker's distortion
penalty in this case is

Dy

Ds

= 1 = 0 dB;
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Figure 3. Achievable robustness-distortion
trade-offs of dither modulation on the JPEG
channel. Rm = 1=320. The bit-error rate is
less than 5� 10�6.

This result applies regardless of whether error correction
coding is used. Also, although the distortion penalty for
this particular attack is 0 dB, this attack is not necessarily
the best that an attacker could choose, so 0 dB is only an
upper bound on the distortion penalty.

6. JPEG channels

The robustness of digital watermarking algorithms to
common lossy compression algorithms such as JPEG is of
considerable interest. A natural measure of robustness is the
worst tolerable JPEG quality factor for a given bit-error rate
at a given distortion level and rate. However, it is difficult to
obtain expressions analogous to (10) in closed form. Fortu-
nately, one can find individual achievable operating points
by numerical simulation, as we demonstrate in this section
for both STDM and the alternative form of dither modula-
tion described in [5].

Achievable distortion-robustness trade-offs at an embed-
ding rate ofRm = 1=320 bits per grayscale pixel are shown
in Fig. 3 at various JPEG quality factors (QJPEG). The
peak SDR is defined as the ratio between the square of the
maximum possible pixel value and the average embedding-
induced distortion per pixel. The host and composite sig-
nals, both 512-by-512 images, are shown in Fig. 4. The
actual embedding is performed in the DCT domain using
8-by-8 blocks (f1; f2 2 f0; 1=16; : : :; 7=16g) and low fre-
quencies (f21 + f22 � 1=4), with 1 bit embedded across 5
DCT blocks. STDM is better than the alternative form of
dither modulation [5] by about 5 dB at100�QJPEG of 50
and 75.

Although no bit errors occurred during the simulations

Figure 4. Host (left) and composite (right) im-
age. After 25%-quality JPEG compression of
the composite image, all bits were extracted
without error. Rm = 1=320. Peak SDR of com-
posite image is 36.5 dB.

used to generate Fig. 3, we estimate the bit-error rate to be
at most5� 10�6. At an embedding rate of 1/320, one can
only embed 819 bits in the host signal image, which is not
enough to measure bit-error rates this low. However, one
can estimate an upper bound on the bit-error rate by mea-
suring the bit-error rate� at an embedding rate five times
higher (R = 1=64) and calculating the coded bit-error prob-
ability of a rate-1/5 repetition code when the uncoded error
probability is� assuming independent errors, which can ap-
proximately be obtained by embedding the repeated bits in
spatially separated places in the image.
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